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Abstract 
In this work, we used a grain-based numerical model based on the concept of lattice. 
The modelling was done to simulate the lab experiments carried out on the mortar 
samples. Also the analytical solutions corresponding to the viscosity-dominated regime 
were used to estimate the fracture length and width, and the results obtained were 
compared with the numerical simulations. As the analytical solutions are proposed for a 
penny-shaped fracture with no presence of any obstacle such as natural interfaces, in this 
work, we presented the results of lattice simulations for hydraulic fracturing in the 
cement sample, similar to the lab, but with no natural fractures, and compared the results 
obtained with analytical solutions. The results indicated that in the case of a continuous 
medium, the analytical solutions may present a reasonable estimation of the fracture 
geometry. Also the viscosity-dominated leak-off model showed a better match between 
the analytical solutions and the numerical simulation results, confirmed by observing 
fluid loss into the sample in the lab post-experiment. In the case of assuming leak-off, 
the results indicated that the fracture width and length would reduce. However, it should 
be noted that in real cases, rock formations exhibit fractures and inhomogeneity at 
different scales so that the applications of the analytical solutions are limited. 

 
Nomenclature  
 t

iu   Velocity of component ݅ 
t
iu   Position of component ݅ 

t   Time 
m   Mass 

( ) t
iF   Sum of all force-components 

t   Time step 
( )t
i   Angular velocity of component ݅ 

( ) t
iM   Sum of all moment-components 

I   Interia 
N

iu   Velocity of component ݅ in the normal direction 
S

iu  Velocity of component ݅ in the shear direction 

in   Unit normal vector 
N

iF   Normal spring force 
S

iF   Shear spring force 
Nk   Normal stiffness of the spring 
Sk   Shear stiffness of the spring 
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g   Gap 
   Dimensionless parameter 

rk   Relative permeability 
a   Hydraulic aperture 
   Fluid viscosity 
p   Fluid pressure 
z   Node elevation 
   Fluid density 
P   Pressure increment 
t   Time step 
Q   Sum of all flow rates, qi 
V   Volume of fluid element 

fK   Apparent fluid element bulk modulus 
E   Rock Young’s modulus 
   Poisson’s ratio 
KIC   Toughness 
   Dimensionless crack opening or aperture 
   Dimensionless scalar coordinate 
g   Leak-off rate 

LC   Carter’s leak-off coefficient 

LV   Leaked volume 

0S   Spurt-loss coefficient 

wr   Wellbore radius 

1. Introduction 
Hydraulic fracturing is a commonly used 
stimulation technique to improve the recovery of 
hydrocarbons from tight reservoirs. Many studies 
have been conducted regarding hydraulic 
fracturing initiation and propagation. These 
studies range from analytical calculations to lab 
experimental attempts, extended to numerical 
simulations and field testing. The latter approach 
has limited implications due to the large efforts 
and costs involved in any field operations [1-14]. 
Laboratory tests, where the user can control 
different parameters and study the impact of one, 
appear to be a promising approach. Test 
parameters such as fracturing fluid properties, 
fluid injection rate, and principal stresses can be 
controlled with great precision in the lab 
experimental studies. However, similar to the 
field tests, laboratory experiments are expensive, 
and doing accurate experiments to represent large 
field scale operations in the lab requires a great 
amount of effort [11, 15-19]. Despite 
development of several analytical models, they 
often fail to represent the real complex field scale 
situation; however, they are useful in terms of 
doing some preliminary designs in the absence of 
adequate data and information.  

Several numerical simulation models including 
those based on continuum (e.g. finite element 
methods) and dis-continuum models (e.g. distinct 
element methods) have been proposed by 
different researchers [20-30].  
The higher order displacement discontinuity 
method (HODDM) using special crack tip 
elements has been widely used to study the crack 
propagation mechanism in rocks [31-33]. These 
numerical techniques are also used to study the 
crack propagation mechanism in hydraulic 
fracturing [34-39]. Other studies have used 
different softwares such as ABAQUS, which is 
based upon the extended finite element method 
(XFEM) [40]. The discrete element method 
(DEM) such as the versatile particle flow codes in 
two dimensions (PFC2D) [19, 41] and in three 
dimensions (PFC3D) [42] are also used to 
simulate the propagation of hydraulic fracture. All 
of these models, except those that are based on the 
concept of granular material, fail to predict the 
real fracture geometry, which is a function of 
stress anisotropy and formation inhomogeneity. 
Therefore, they consider a pre-defined plane for 
the geometry of the fracture, which is less likely 
to be observed in real field conditions.  
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Lattice numerical simulation, which is based on 
the physics of granular material, in a new method 
that was implemented in this work. As the rock is 
simulated as a combination of grains, the lattice 
models are a better representative of oil- and  
gas-bearing formations. This method was used in 
this work to simulate hydraulic fracturing 
propagation corresponding to some lab scale 
experiments carried out by other researchers [43], 
and the results obtained were compared with the 
analytical solutions. We used the XSite software, 
a new generation tool that has been developed by 
the Itasca Consulting Group that has used the 
Bonded Particle Model (BPM) [44] and the 
Synthetic Rock Mass (SRM) concept [45] for 
simulating hydraulic fracture propagation. The 
current work is the continuation of this study by 
the authors who also use the lattice simulations 
for modelling the hydraulic fracture interaction 
with natural interfaces [46]. 

2. Lattice simulation 
XSite, the new 3D program, is based on a "lattice" 
representation of brittle rock. A lattice consisting 
of point masses (nodes) connected by springs 
replaces the balls and contacts (respectively) of 
PFC3D [45]. 

2.1. Mechanical model 
The lattice used in XSite is a quasi-random 
assembly of nodes connected by non-linear 
springs. The lattice code uses an explicit solution 
scheme for simulating non-linear behaviors. The 
law of motion for translational degrees of freedom 
consists of the following central difference 
formulae for each node based on Equation (1): 

( /2) ( /2) ( ) /    t t t t tu u F t mi i i  

( ) ( ) ( /2)     t t t t tu u u ti i i  
(1) 

Where tui  and tui  are, respectively, the velocity 
and position of component ݅	(݅ = 1, 3) at time ݐ, 
and ∑ܨ

(௧) is the sum of all the force-components 
݅ acting on the node of mass m with time step ∆ݐ 
[45]. The angular velocities of component ݅ at 
time ݐ are calculated using Equation (2): 

( )
( /2) ( /2)    

tMt t t t i ti i I
   (2) 

where ( )t
i  is the angular velocity of component 

݅	(݅ = 1, 3) at time ݐ, and ( )tMi is the sum of 
all moment-components ݅ acting on the node of 
moment of inertia, ܫ. After all nodes have been 
visited [applying Equation (1) to each one], a scan 
of all springs is performed. If a spring is 
unbroken, the following calculation is performed 
at time t. 

   rel A Bu u ui i i  (3) 

where the superscript “rel” denotes “relative”, and 
“A” and “B” denote the two nodes connected by 
the spring. 

 N relu u ni i i  

   S rel Nu u u ni i i  
(4) 

where Nui  and Sui  are the velocity of component 
݅ in the normal and shear direction, respectively, 
and ni	is the unit normal vector, and changing of 
force in spring is calculated using the relative 
displacement of the nodes based on Equation (5): 

  N N N NF F u k ti i i  

  S S S SF F u k ti i i  
(5) 

where NFi  and  ܨௌ are the normal and shear 

spring forces, and  Nk  and Sk  are the normal 
and shear stiffness of the spring, respectively. 
After calculation by Equation (5), the normal 
force is tested for breakage. Thus if  

NFi > maxNFi  then 0NFi   and 0SFi  . 
During the future calculations, the spring forces 
remain zero while the “gap” is positive, where 
gap, g, is calculated as follows: 

  Ng g u t  (6) 

As soon as the gap becomes zero, the spring 
calculation reverts to that of Equation (5). 
Thereafter, the spring separates again  
(g > 0, FN  = 0) when the normal force becomes 
greater than zero. For a spring that is part of a 
joint segment, the shear force is limited to the 
maximum frictional force when the normal force 
is compressive (FN < 0): 
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S NIf F F theni   
NFS SF tFi i SFi


 (7) 

where µ is the friction coefficient of the joint 
segment [44]. 

2.2. Flow model  
XSite has the ability to simulate fluid flow in both 
fractures and matrix differently. In fractures, the 
flow is simulated using the network of fluid nodes 
connected by pipes, while the matrix flow uses the 
pore pressures stored in the springs of the solid 
model. Because of breaking the lattice springs, the 
micro-cracks are created and the code 
automatically creates new fluid nodes and 
connects them using flow pipes [45].  

2.2.1. Flow formulation in fractures 
The flow rate along a pipe, from fluid node “A” to 
node “B”, is estimated based on Equation (8): 

3
( )

12
    

 
a A B A Bq k p p g z zr w 


 (8) 

where β is a dimensionless calibration parameter 
and a function of fluid resolution, and pipe 
conductivity, ݇  is the relative permeability, 
which is a function of saturation s (see Equation 
9), a is the hydraulic aperture, ߤ is the viscosity of 
the fluid, pA   and pB   are the fluid pressures at 
nodes “A” and “B”, respectively, zA   and zB  are 
the elevations of nodes “A” and “B”, respectively, 
and ρω  is the fluid density [45]. 

2(3 2 ) k s sr  (9) 

The evolution of the flow model with time is 
solved using an explicit numerical scheme. The 
pressure increment ΔP during a time step Δtf  is 
calculated based on Equation (10): 

  
QP K tf fV

 (10) 

where Q is the sum of all flow rates, qi, from the 
pipes connected to the fluid element (see Equation 
11), V is the volume of the fluid element, and ܭ 
is the apparent fluid element bulk modulus [45]. 

 Q qii
 (11) 

2.2.2. Flow formulation in matrix 

During stimulation of oil and gas reservoirs, most 
of the flow takes place in the induced and pre-
existing fractures, leak-off into the intact rock 
depending on permeability of the intact rock. In 
XSite, the leak-off into intact rock is represented 
by the matrix flow. Unlike the formulation for 
fracture flow, which uses a separate geometry and 
data structure, the matrix flow is solved using the 
existing lattice data structure. The matrix pressure 
is stored at the lattice springs [45]. 

3. Scaling law 
To perform a representative field experiment, the 
scaling laws are used to scale hydraulic fracturing 
parameters in laboratory. Scaling laws ensure that 
the hydraulic fracture is contained within the 
sample boundaries, and the propagation can be 
monitored without being affected by the boundary 
conditions. In fact, the scaling laws are applied to 
model field representative fracture growth in the 
laboratory by defining the fracturing parameters 
(e.g. viscosity) in such a way that the laboratory 
and field fracture propagation regimes are as 
similar as possible [47]. In a small-scale 
laboratory test considering the case of a penny-
shaped fracture, it is most likely that toughness 
controls the fracture propagation regime at the 
final stage of propagation after a period of 
specific time. However, almost all of the field 
scale hydraulic fractures over nearly all of their 
propagation history are viscose-dominated [48]. 
Considering the scaling laws for the special case 
of a penny-shaped fracture (also referred to as a 
radial or axisymmetric fracture) driven by a fluid 
injected at a constant rate, as these laws are the 
key to understand the different regimes of 
propagation, propagation of a hydraulic fracture 
with zero lag is governed by two competing 
dissipative processes associated with fluid 
viscosity and solid toughness, respectively, and 
two competing components of the fluid balance 
associated with fluid storage in the fracture and 
fluid storage in the surrounding rock (leak-off), as 
described by [45]. Consequently, the limiting 
propagation regimes can be associated with the 
dominance of one of the two dissipative processes 
and/or the dominance of one of the two fluid 
storage mechanisms. Thus we can identify four 
primary asymptotic regimes of hydraulic fracture 
propagation (with zero lag), where one of the two 
dissipative mechanisms and one of the two fluid 
storage components vanish: storage-viscosity (M), 
storage-toughness (K), leak-off-viscosity 
(M ),	and leak-off-toughness ( K ) dominated 
regimes (Table 1). 
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For example, in the storage-viscosity-dominated 
regime (M), fluid leak-off is negligible compared 
to fluid storage in the fracture, and the energy 
expended in fracturing the rock is negligible 
compared to viscous dissipation. The solution in 
the storage-viscosity dominated limiting regime is 
given by the zero-toughness, zero-leak-off 
solution 0K C    [44]. 
Consider the general scaling of a finite fracture 
that hinges on defining the dimensionless crack 
opening 1 2( ; , )p p , net pressure 1 2( ; , )p p
, and fracture radius 1 2( ; , )p p  as: 

 w L ,      p E ,      R L  (12) 

With these definitions, we have introduced the 
scaled coordinate ρ = r/R (t) (0 ≤ ρ ≤ 1), a small 
parameter ɛ(t), and a length scale L(t) of the same 
order of magnitude as the fracture length R(t). In 
addition, we define two dimensionless evolution 
parameters P1(t) and P2(t), which depend 
monotonically on t.  
For a viscous-dominated propagation regime, the 
dimensionless toughness parameter of a penny-
shaped fracture can be calculated using Equation 
(13) [48]: 
  

1 182

5 3 13
0

 
     

tk K
Q E

 (13) 

 
Table 1. The dimensionless parameters for the four asymptotic fracturing propagation regimes [44]. 

च च L ए Scaling  
18 4 7 1 18( )4 6

0

C E t
Lm Q
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1 90( )

E Q t






  

1 3( )
E t
 


  (M) Storage/viscosity 

10 8 3 1 10( )8 2
0

C E t
Lk k Q

 



  

5 3 13
1 50( )18 2

Q E
M k K t

 



  2 50( )

E Q t

K




  

6
1 5( )6

0

K

E Q t




  Storage/toughness (K)  

4 6
1 160( )4 18 2

Q
Pm E C t




   
16 1 16( )12 4 2 2

0

K t
Km E C Q




    
2

1 40( )2
Q t

C
  ቆ

ᇱܥᇱସߤ

ଷݐᇱସܳଶܧ
ቇ
ଵ
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 Leak-off/viscosity ( M ) 

8 2
1 80( )8 10 3

K Q
P
k E C t




   
4 12 2 2

1 40( )16
E C Q

M
k K t

  


  
2

1 40( )2
Q t

C
  

8 2
1 8( )8 2

0

C

E Q t

  


  Leak-off/toughness ( K ) 

 
where μ is the fracturing fluid viscosity, E is the 
rock Young’s modulus, and v is the Poisson’s 
ratio. In Equation (12), the fracture propagation 
will be viscose-dominated if ߢ is below one, 
whereas it is toughness-dominated when the 
dimensionless toughness number exceeds four. 
The evolution parameters can take either the 
meaning of a toughness	 ( , )K Km m ,	or a viscosity  

( , )k kM M   or a storage ( , )m kPP   or a leak-off 

coefficient ( , )m kL L .These four solution regimes 
are shown in Figure 1 in a rectangular phase 
diagram. 

 
Figure 1. The MKKM   parametric space [44]. 

4. Numerical simulations and design 
parameters 
For numerical simulations, we used the geometry 
and input parameters of the cement samples 
(without any natural fractures), which were used 
by [43] for performing the hydraulic fracturing 
tests in the lab on cubical samples with sides 10 
cm, and ran the XSite simulations for hydraulic 
fracturing. [43] prepared the cement mortar 
samples as a mixture of cement and water through 
a careful lab experimental procedure, and the 
minimum and maximum horizontal and vertical 
stresses of 1000, 2000, ~3000 psi (i.e. 
approximately 7, 14, and 21 MPa) were applied 
when testing the samples [49]. The low fracture 
toughness, low permeability, and low-to-moderate 
porosity are the key features that make the cement 
a good candidate for the fracturing tests. For 
estimating the hydro-mechanical behavior and 
properties of the samples, Sarmadivaleh et al. 
have conducted the standard hydro-mechanical 
tests [49]. The results of these experiments were 
tabulated in Table 2. 



Bakhshi et al./ Journal of Mining & Environment, Vol. 10, No. 2, 2019 

456 
 

Table 2. The hydro-mechanical properties of the cement samples and the testing methods [49]. 
Hydro-mechanical property Value Test method 

Uni-axial compressive strength, UCS psi (MPa) 11,530 ± 750 (79.5) Unconfined compression test 
Uni-axial Poisson’s ratio,   0.197 ± 0.02 Unconfined compression test 

Young’s modulus, E, psi (GPa) 4.018×106 ± 2×105 (27.74) Unconfined compression test 
Internal friction coefficient,   (degree) 44.3 Mohr circle, confined test 

Cohesion, Cc  psi (MPa) 2524 (17.3) Mohr circle, confined test 
Tensile strength, T0, psi (MPa) 510 ± 200 (3.5) Brazilian tensile test 

Fracture toughness, KIC,  psi in (MPam) 710 ± 200 (0.78) CSB 
Porosity,  % 14.7 ± 1 Two Boyle's cells 

Permeability, K mD 0.018 ± 0.005 Transient gas flood 
 
In the lab, in order to maintain the  
viscosity-dominated fracture propagation regime, 
the flow rate was extremely low (1 cc/min or 1.67 
× 10-8 m3/s), and the viscosity of the fracturing 
fluid was very high (97.7 Pa.s), nearly 100,000 
times larger than the viscosity of water (0.001 
Pa.s). Using these figures for simulations will take 
a very long time, which may not be feasible. 
Therefore, here, we simulated larger size samples, 
while maintaining the propagation of the fracture 
within the viscosity dominated regime. To do this, 
we multiplied the size of the lab-scale sample by 
50 times and simulated cubic samples with a size 
of 5 m (500 cm). Accordingly, among the possible 
flow rates and viscosities resulting in a viscosity-
dominated regime, we chose a flow rate of 0.005 
m3/s and a viscosity of 0.001 Pa.s for the 
fracturing fluid. Based on Equation (13), this will 
result in a value for k = 0.57, which means that the 
fracture will propagate in the viscosity-dominated 
regime as k < 1.  
The vertical well with a radius of 0.1 m was 
placed in the center of the sample. The fluid 
cluster with a radius of 0.25 m and a very weak 
starter crack was placed at the center of the 
wellbore with a radius of 0.30 m and an aperture 
of 1 × 10-5 m. The starter crack was aligned in the 
y direction, perpendicular to the min stress, 
helping the induced fracture to initiate in this 
direction. In the lab, commonly, a notch is created 
along this direction to facilitate the fracture to 
initiate, and this was practiced in the lab 
experiments done on the cement samples. It is 
important to note that the fracture aperture and 
pressure values within the starter crack zone do 
not represent the real values of the induced 
fracture opening and pressure as the starter crack 
has a much larger initial aperture than the rock 
matrix represented by the pipes. Therefore, the 
data within this zone is not included in the 
interpretation and is discarded from the plots. In 
practice, in the field, the near wellbore zone is a 
damaged zone and the fracture geometry and its 

orientation are not dictated by the far field 
stresses, so a similar concept is used in the 
simulations.  
The magnitudes of stresses were chosen as 1, 2, 
and 3 MPa in the X, Y, and Z directions. These 
are the same ratios to the stresses applied in the 
lab (i.e. 7, 14, and 21 MPa). Smaller magnitudes 
were chosen to initiate the fracture at lower 
injection pressures and assist with the 
computational time. 
Figure 2 shows the geometry of the hydraulic 
fracture after 1.0 s of simulation. Due to the 
homogeneity of the rock and existence of no 
natural interface, the fracture propagates 
symmetrically and perpendicular to the direction 
of minimum stress. The fracture geometry is 
penny-shaped, as expected in a  
viscosity-dominated regime. 
  

 
Figure 2. Hydraulic fracture propagation after 1.0 s 

of simulation. 
 
Figure 3 (top) shows the contours of aperture and 
pressure in the XZ plane after 1.0 s of simulations, 
which confirms the penny-shaped nature of 
fracture geometry. Also the profiles of aperture 
and pressure along the white line shown on these 
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contours are presented in Figure 3 (bottom). The 
aperture and pressure are maximum near the 
wellbore and reduce to nearly zero at the fracture 
tip. In the next section, the analytical solutions to 
estimate the fracture geometry will be presented, 
and the results obtained are compared with the 
numerical simulations.  

5. Viscosity-dominated model  
The lab experiments carried out by [49] have 
simulated hydraulic fracturing in viscosity-
dominated regime as k = 0.57 < 1. As the 

permeability of the cement samples used for the 
experiment is very low and nearly zero (1 × 10-13 

m2), it is reasonable to assume a zero leak-off. 
This corresponds to the asymptotic M solution 
(zero toughness, zero leak-off or viscosity/storage 
regime) presented by Pierce and Detournay [44]; 
also see Table 1. 
The formulation of the M solution to estimate the 
fracture length and aperture as well as the fracture 
pressure during the propagation time are 
summarized as below [45].  

 

 

 
Figure 3. Contours (top) of fracture aperture (left) and pressure (right) in the XZ plane at Y = 0 m and profiles 

of aperture and pressure along the white lines (bottom). 
 

The M-solution 

 ( ), ( , ), ( , )  mo        (14) 

is given by: 
4 9

1 9

1 3

,

( ) ,

( ) 



 

 

mo

mo

mo

  

 

 

 (15) 

where a first-order approximation to the self-
similar solution 

, ( ), ( ) mo mo mo    (16) 

is given by: 

 mo≃0.6955 (17)ߛ

Ω ≃ ൫ܥଵ+ −ଶఘ൯(1ܥ ଶ(ߩ ଷൗ

ଵܤ+ ቂ(1 − ଶ)ଵߩ ଶൗ

−  ቃߩݏܿܿݎܽߩ
(18) 

Π ≃ ଵܣ ቈ߱ଵ −
2

3(1 − ଵ(ߩ ଷൗ


− ଶܤ ቀ݈݊
ߩ
2 + 1ቁ 

(19) 
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C1≃1.034, 

C2	≃	0.6378, 

B1≃	0.1642,  

 A1≃	0.3581, 

B2	≃	0.09269, 

 ω1	≃	2.479 

 

The calculations of the above parameters can be 
easily developed in an excel spreadsheet. The plot 
of dimensionless crack opening or aperture ( ) 
versus the dimensionless scalar coordinate (  ) is 
presented in Figure 4. Also shown in this figure is 
the plot of the dimensionless pressure ( ) versus 
dimensionless scalar coordinate (  ). A quarter of 
the fracture geometry is plotted in Figure 4 due to 
the symmetric geomtery of the fracture assumed 
by analytical calculations. In M solution, the 
dimensionless fracture aperture is independent 
from fluid viscosity. The results show the pressure 
changes as the fracture propagates, while the 
asymptotic behavior is observed at the beginning 
of the fracture propagation, near wellbore, and at 
the fracture tip when the injection stops. These 
results are in agreement with those presented by 
Savitski and Detournay [53]. The change of 
pressure inside the fracture is the assumption 
embedded in the viscosity-dominated regime. 

Using the parameters of the injecting fracturing 
fluid presented in Section 4 (i.e. Q = 0.005 m3/s 
and µ = 0.001 pa.s), the fracture aperture and 
pressure were calculated using the M solution 
after 1.0 s of simulation, and the results obtained 
were presented in Figure 5. In this figure, the 
corresponding numerical simulation results from 
Figure 3 are added for comparison purposes. It is 
to be noted that we discarded the analytical values 
within the 30 cm radius around the wellbore as 
this is the radius of the starter crack that has a 
large aperture to start the hydrauilc fracture. 
In general, there is a good agreement between the 
results of analytical and numerical methods for 
both the fracture aperture and the pressure 
calculations. For the viscosity-dominated regime, 
as one expects, the pressure inside the fracture is 
reduced from the maximum value near wellbore 
to nearly zero at the fracture tip. This trend is 
observed in the results shown in Figure 5. The 
simulation results for both the aperture and 
pressure data apear to deviate more from 
analytical solutions near the wellbore and at the 
fracture tip. The lack of match at small and large 
radial distances is due to the fact that at small 
distances, the numerical source is a finite volume, 
rather than a point source, which is assumed in the 
exact solution; at large distances, the finite initial 
aperture allows seepage, compared to zero 
seepage in the exact solution, which assumes zero 
initial aperture [45].   

 

         
Figure 4. Dimensionless crack aperture ( ) (left) versus dimensionless scalar coordinate ( ) (right) for M 

solution. 

 
Figure 5. Fracture aperture (left) and pressure (right) versus radius after 1.0 s, numerical simulations versus M 

solution. 
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6. Viscosity-dominated/leak-off model  
In this section, for comparison purposes, we 
present the results of the M  solution 
corresponding to a viscosity-dominated fracture 
propagation in a permeable rock  
(viscosity-dominated/leak-off). This is assuming 
that the cement sample permits some invasion of 
the fracturing fluid into the rock matrix. The 
reason for this is that the invasion of the fracturing 
fluid is observed in the cement samples tested in 
the lab. This may be justified considering the M  
solution and also running simulations in XSite by 
activating the leak-off module. The formulation 
for the M  solution to predict the fracture length, 
and the width and fracture pressure are presented 
as what follow [46].  
The M solution: 

 ( ), ( , ), ( , )  

moT        (20) 

is given by: 
1 4

1 16

3 16

,

( ) ,

( ) 



 

 







mo

mo

mo

  

 

 

 (21) 

where the first-order approximation to the  
self-similar solution , ( ), ( )mo mo mo       is: 

2
mo


 (22) 

2 2 2
1

2 3 2
1

2
2

3 3( ,1, ;(1 ) )12 8 2
3 0

(1 )

( 1 arccos )

1 4 2
 

   

  

 
  

 


mo

F s ds

D

D

D
 



  



 
(23) 

2 3 8
4

2
5 6

4 (1 )

23(2 1) 1 log( ) 1

      
         

mo D

D D






 (24) 

1

2

1

3

4

5

6

0.05159,
0.1608,
0.1642,
0.2976,
0.2596,
0.01688,
1403










D
D
B
D
D
D
D

 (25) 

Figure 6 shows the dimensionless fracture 
aperture and pressure correponsding to the M  
solution. In this figure, the same values for the M 
solution (see Figure 4) are presented for 
comparison purposes. From this figure, it can be 
observed that the fracture aperture is smaller for 
the M  than the M solution, which is due to the 
leak-off assumption, as not the entire fluid 
injection results in propagating the fracture but 
some losses into the formation. Accordingly, with 
a smaller fracture area, the pressure will be larger 
for the M  than the M solution, as it can be seen 
in Figure 7. 
The leak-off coefficient (CL) incorporates the 
effect of fluid loss into the rock. A similar concept 
is used in the XSite formulations, which is based 
upon the Carter leak-off model [50]. This is a 
simple model that may not be a perfect model 
based on its assumptions but can be used to 
calibrate the results against the lab or field data. 
The Carter model is breifly presented here.  

 

 
Figure 6. Dimensionless crack aperture ( ) (left) versus dimensionless scalar coordinate ( ) (right) for the M  

solution. 
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6.1. Carter leak-off model 
The Carter model is based on the consideration 
that the fracturing fluid has cake-building 
properties to control fluid losses. This model also 
relies on the assumption that the fluid loss in the 
formation can be approximated to a 1D flow 
perpendicular to the fracture faces [51]. The 
leak-off rate g [LT-1] is modeled using a lumped 
coefficient CL [LT-1/2], known as the Carter’s  
leak-off coefficient, and an inverse square root 
law on exposure time: 

0
0

2
, 


LCg t t

t t
 (26) 

Here, the exposure time t -t0 at a particular 
location on the fracture is the time elapsed 
between the current time t and the time t0 at which 
the fracture tip arrived at that location, and factor 
2 comes from the consideration that the leak-off 
occurs on both faces of the fracture. The time 
integration of Equation (25) gives the fluid 
volume leaked per unit area of fracture (both faces 
counted) as: 

0 04  L
L

V C t t S
A

 (27) 

where VL is the leaked volume and S0 is the  
spurt-loss coefficient [L]. The spurt-loss 
coefficient is the specific volume of fluid that 
infiltrates instantaneously at the beginning of the 
leak-off process before the filter cake (the thin 
low permeability barrier formed by the fracturing 
fluid) has time to form.The fraction of the 
fracturing fluid that percolates through the filter 
cake is called the filtrate. The thin portion of the 

surrounding formation that has been invaded by 
the filtrate, ahead of the filter cake, is called the 
invaded region [51]. 
The coefficients CL and S0 lump many parameters 
from the formation rock, fluids, and filter cake, 
which are, in general, difficult to measure 
independently. Based on the experiments 
performed using the rock samples with intrinsic 
permeability of 1 to 10 mD (1D = 9.81 × 10-13m2), 
the values reported in the literature (Constien, 
1989) indicate that CL usually varies between  
5 × 10-5 and 2×10-4 m/s0.5, and S0 change between 
4 × 10-5 and 7 × 10-3 m [51]. 

6.2. Estimating cement leak-off coefficient  
Due to the small size of the sample in the lab, the 
hydraulic fracture reaches the end of the sample in 
both sides and difficulty in knowing when to stop 
the pump after the fracture initiation point. 
However, what is obvious is that the fracture half 
length exceeded 5 cm (half sample length) after 
100 s that the injection was stopped after fracture 
initiation time. Assuming that the fracture half 
length reached 7 cm, using the lab data presented 
in Table 2, the leak-off coefficient for the cement 
sample was back-calculated from the M solution. 
This resulted in a value of CL = 3 × 10-6 m/s0.5. 
Figure 7 shows the fracture aperture and pressure 
versus length for the lab scale sample estimated 
based on the M and M solutions, respecrtively. 
From this figure, it can be seen that the M  
solution results in a less fracture aperture and 
length than the M solution with a larger fracture 
pressure, as one can expect. 

 

 
Figure 7. Fracture aperture (left) and pressure (right) versus length predicted for lab-scale cement sample of 10 

cm using M (black) and ࡹ෩  solution (red). 
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6.3. Numerical simulations 
In order to simulate the viscosity-dominated/leak-
off case numercially at large-scale, the leak-off 
coefficient is required to be upscaled, as it was 
done for the fluid viscosity and flow rate. Here, 
we used the dimensionless leak-off parameter 
proposed by [47] as: 

 w
L L

rN C
Q

 (28) 

In this equation, rw is the wellbore radius and Q is 
the flow rate. For a hydraulic fracturing 
experiment to correpond to a field scale operation, 
NL shold remain the same. Using the lab scale data 
(CL = 3 × 10-6 m/s0.5, rw = 0.06 in. = 0.0015 m, and 
Q = 1.67 × 10-8 m3/s), the value for the 
dimensionless leak-off parameter is calculated as 
NL = 9 × 10-4. Considering this value and 

substiuting the values of rw = 0.15 m and Q = 1.0 
× 10-3 m3/s, which were used for the numerical 
simulations previously, the upscaled leak-off 
coefficient is calculated as CL  = 75 × 10-6 m/s0.5; 
this is nearly 25 times larger than that for the  
lab-scale leak-off coefficient, indicating the larger 
volume of fluid being lost into the formation in 
large-scale model than the lab-scale experiments.  
Figure 8 presents the results of numerical 
simulations of Figure 3 for a penny-shaped 
hydraulic fracture together with the corresponding 
M and M solutions (Figure 6) for comparison 
purposes. The leak-off numerical model assumed 
a leak-off coefficient of CL = 75 × 10-6 m/s0.5. The 
results of numerical simulation and the M
solution for the leak-off model present a closer 
agreement than the model with no leak-off. 

 

 
Figure 8. Fracture aperture (left) and pressure (right) estimated numerically and analytically for models with 

and without leak-off. 
 
7. Discussion  
The results obtained indicate that the analytical 
solutions are applicable to some very simple and 
specific cases. For example, for prediction of 
fracture geometry, it only applies to penny-shaped 
fractures, and the equations are based on many 
simplified assumptions that are not applicable to a 
real field. The existence of small- to large-scale 
fractures and rock inhomogeneity add complexity 
in fracture propagation, where the analytical 
solutions fail to present a reasonable prediction of 
fracture geometry. Fractures with different scales 
may add more complexity to the overall 
interaction mechanism. For example, when the 
hydraulic fracture arrives at a weak interface with 
the expectation to be arrested, if the interface is of 
small size, the hydraulic fracture will continue its 
propagation when extends to the sides of the 
interface.  
As mentioned earlier, analytical solutions are for 
similar cases. However, in practice, the planes 

maybe at any dip angle and orientation. Extension 
of the existing analytical equation to include the 
dip angle of natural interface will add more 
complexity, and may not be necessary. The 
numerical simulations can analyze different cases.  
Considering several fractures with various scales, 
one can recognize the difficulty in predicting the 
preferred fracture propagation (PFP) direction. In 
the real field situation, where a number of models 
have been proposed to simulate the distribution on 
fractures using discrete fracture network (DFN) 
[52] and analytical solutions are not suitable for 
these complicated cases, numerical simulations 
can be used in these complex fracture geometry. 
These limitations suggest that while the use of 
analytical solutions may be useful to obtain some 
fundamental knowledge about the fracture 
geometry and the parameters involved in the 
interaction modes, in the real field applications, 
they are unable to provide practical solutions. The 
use of numerical simulation will be of great 
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advantage in the real field situations, as it can 
analyze complex scenarios, where multiple 
natural fracture sets with various properties, 
geometry, and sizes are expected to exist. 
However, the key point is that the numerical 
simulator has adequately been validated against 
the lab and real field data and so the results are 
reliable.  

8. Conclusions 
Maintaining the same fracture propagation regime 
(i.e. toughness- or viscosity-dominated) when 
simulating lab-scale hydraulic fracture is 
important, the viscosity-dominated regime, 
similar to the lab work, was assumed. The shape 
of the fracture propagation was observed to be 
penny-shaped, which is expected in the viscosity-
dominated regime. It was seen that assuming leak-
off in the samples tested in the lab, it may be 
possible to obtain a closer match between the 
analytical solutions and the numerical simulation 
results. Also in case of assuming leak-off, the 
results indicate that the fracture width and length 
will reduce due to the fact that some of the 
fracturing fluid energy is lost into the formation 
instead of being utilized to propagate the fracture. 
Moreover, it was seen that the analytical solutions 
could not be used to predict the geometry of 
induced fracture in a fractured media as the 
existence of natural interfaces would deviate the 
fracture propagation path from its initial direction. 
This requires numerical simulations, integrating 
the geometry of fracture network in the model as 
close as possible to the real field, which is not an 
easy task. Finally, due to the complex fracture 
geometry of the real field, analytical solutions are 
not suitable for these complicated cases but 
numerical simulations, especially lattice 
simulation, can be used in these complex fracture 
geometry. 
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  چکیده:

بر  یمدل مبتن کی سیلات ساز هیشب گر،ید يها پرداخته شده است. برخلاف روش شرفتهیپ سیبا استفاده از لات یکیدرولیشکست ه يساز هیبه شب پژوهش نیدر ا
انجـام   سـیمانی  يها نمونه يانجام شده بر رو یشگاهیآزما هاي ونآزم يساز هیشب يبرا ها يساز . مدلکند یاستفاده م )DEM(ذرات است که از روش المان مجزا 

و نتـایج بـه دسـت آمـده بـا       مـورد اسـتفاده قـرار گرفـت     براي تخمین طول و عـرض شکسـت  غالب هاي تحلیلی مربوط به رژیم ویسکوزیته  وشهمچنین ر شد.
فصـل   لی ـاز قب شکسـتگی  گونـه  چیه ـو بدون حضـور   اي شکل سکه هاي یشکستگ يبرافقط  یلیتحل يها وشر از آنجایی که .شد مقایسه يعدد هاي يساز هیشب

شکسـت هیـدرولیکی     يساز هیشبهاي تحلیلی،  با روش  ها سازي شبیه جینتابه منظور مقایسه  پژوهش نیدر اباشند؛ بنابراین  قابل استفاده می یعیطب يها مشترك
یـک  در  دهد کـه  مینشان  جینتاانجام شد. بررسی  یعیطب يها یشکستگ با شرایط آزمایشگاهی ولی بدون حضورمشابه  یمانیس هاي نمونه رويبر  توسط لاتیس

 بـین بهتـري   تطـابق ، نشت ویسـکوزیته غالـب  مدل در همچنین ارائه دهند. هندسه شکست  يبرا یمناسب تخمینممکن است  یلیتحل هاي وشر وسته،یپ طمحی
در شـد. بررسـی نتـایج     دی ـتائنیز  گاهیآزمایشهاي  آزموندر  ها در نمونه نشت سیال هکه با مشاهد مشاهده شد يعدد هاي سازي تحلیلی و نتایج شبیه هاي روش
 هـاي  نـاهمگنی هـا و   یشکستگ و به دلیل وجود باید توجه داشت که در شرایط واقعی میدان حال نیبا ا .است یعرض و طول شکستگ بیانگر کاهشنشت،  حالت
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