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Abstract 

Recommender systems have been widely used in e-commerce applications. They are a sub-class of information 

filtering system used to either predict whether a user will prefer an item (prediction problem) or identify a set 

of k items that will be of user-interest (Top-k recommendation problem). Demanding sufficient ratings to make 

robust predictions and suggesting qualified recommendations are two significant challenges in recommender 

systems. However, the latter is far from satisfactory because human decisions are affected by environmental 

conditions, and they might change over time. In this paper, we introduce an innovative method to impute 

ratings to missed components of the rating matrix. We also design an ensemble-based method to obtain Top-k 

recommendations. In order to evaluate the performance of the proposed method, several experiments have 

been conducted based on 10-fold cross-validation over real-world datasets. The experimental results show that 

the proposed method is superior to the state-of-the-art competing methods regarding the applied evaluation 

metrics. 

 

Keywords: Top-k Recommender Systems; Incomplete Data; Ensemble Learning. 

1. Introduction 

The subject of recommender system has been 

known as an effective method to find information 

that is more preferable. The recommender systems 

are information filtering systems that are used to 

either predict whether a user will prefer an item 

(prediction problem) or identify a set of k items that 

will be of user-interest (Top-k recommendation 

problem) [1].  

Three main categories for the recommender 

systems include collaborative filtering, content-

based, and hybrid methods. Among them, 

collaborative filtering-based methods result in the 

most efficient recommendations. The technique of 

collaborative filtering can be divided into two 

categories: model-based and memory-based 

(neighborhood-based) [2]. Model-based methods 

use a collection of ratings to learn a model, which 

is then used to make rating predictions. 

Neighborhood-based collaborative filtering 

algorithms are based upon the fact that similar-

minded users display similar rating pattern, and 

similar items receive similar ratings. Similar items 

 

 

mean the items that are similar to the items that the 

user has already rated or purchased. One of the 

major challenges of neighborhood-based systems 

is the sparsity of ratings, whereas the unrated items 

are very less compared to the items in the system, 

predicting that the accurate user's preference 

become very difficult. There are several reasons for 

why having unrated items. One reason is that a new 

item or user has recently registered to a 

recommender system. Thus there are no adequate 

user/item interactions in the system to determine 

the future of both item-to-item or personalized 

user-history-based recommendations. Another 

reason is that the registered user intentionally has 

not rated the items.Top-k recommender system 

works by estimating a user's rating for further 

items, based on interests, and recommends items 

that have high predicted ratings. In the recent years, 

some studies have focused on Top-k recommender 

systems [3-7]. Appropriate diversity of suggested 

items is an important issue that should be taken 

attention. In other words, if all items in the list are 

very similar, the possibility that the users are not 

satisfied with items is high, and this leads to 
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decreasing the quality of the user's experience with 

the recommender system. On the other hand, if the 

recommended items are chosen from different 

types, there will be a higher chance that the user 

might like at least one of them.  

The aim of the proposed method is to suggest a list 

of k preference items to the users. Also as the real-

world datasets are sparse, a new method is 

designed to fill the missing ratings and then make 

the Top-k recommendations. To create the Top-k 

list that considers diversity and satisfies the user’s 

needs, an ensemble-based method is designed. 

Ensemble methods are commonly used in the field 

of data classification to improve the robustness of 

learning algorithms, and it is a common way in the 

recommender system field. The logic behind 

utilizing ensemble methods in this area is that a 

recommender system uses users' collaborations to 

improve the quality of the recommendations. In 

this case, the users that are considered as experts 

can be considered as the ones whose decisions 

affecting the system. Hence, the system is faced 

with multi-experts (users), and applying one 

classifier may not lead to accurate results. Methods 

such as [8-11] are examples of using ensemble 

learning methods in the recommender system. So 

far, the collaborative filtering problem has been 

viewed as a generalization of classification [2]. 

Hence, the majority of studies in recommender 

systems field use data mining techniques [12]. 

Examples of these techniques include clustering, 

regression, Artificial Neural Network (ANN) [13], 

Singular Value Decomposition (SVD), matrix 

completion technique [14, 15], decision tree [16], 

and association rule [17-22]. Some mathematical 

theories such as Dempster-Shafer (DS) theory [23, 

24], probability theory, belief function theory, 

rough set theory and fuzzy set theory [25, 26] have 

been developed for representing data imperfections 

and uncertainty. The DS theory provides a flexible 

method for modeling information without 

requiring a probability to be assigned to each 

element in a set [27].  

We experimentally evaluated the proposed method 

on seven real-world different datasets arising in 

various applications based on 10-fold cross-

validation. The proposed method achieved better 

results in comparison with the state-of-the-art-

methods.  

The rest of this paper is organized as what follows. 

In Section 2, we review the related works. Details 

of the proposed method are described in Section 3. 

In Section 4 the experimental results are discussed 

using benchmark datasets. Conclusions and the 

future works are presented in Section 5. 

 

2. Related works 

The Top-k recommendation, firstly proposed in 

[28], has recently attracted increased research 

interest because it generates a ranked list of results 

that are related to the user satisfaction [29]. Kang, 

Peng [30] have presented a matrix-completion 

based method for the Top-k recommendation 

problem. Their method recovers the user-item 

matrix by solving a rank minimization problem. To 

better approximate the rank, a non- convex 

function is applied. Xia, Li [31] have proposed a 

robust to the noise recommender system utilizing 

matrix-completion, which can recover the user-

location matrix considering structural noise and 

provide recommendations solely based on check-in 

records. SLIM, proposed by Ning and Karypis 

[32], employs a sparse linear model in which the 

recommendation score for a new item can be 

calculated as an aggregation of other items. A 

sparse aggregation coefficient matrix W is learned 

to make the aggregation very fast. W is learned by 

solving an 𝑙1- norm and 𝑙2-norm regularized 

optimization problem to make the aggregation very 

fast. Kabbur and Karypis [33] have proposed a 

Top-k recommendation method that models the 

user preference as a combination of having the 

global preference and interest-specific preference. 

The proposed method uses a nonlinear model for 

predicting the recommendation score, which is 

used to perform the Top-k recommendation task. 

The recommendation score is computed as a sum 

of the scores from the components representing 

global preference and interest-specific preference. 

Besides, various models use learning to rank [34] 

techniques to optimize binary relevance ranking 

metrics. For example, the methods proposed in [35-

37] compute near-optimal ranked lists concerning 

the Area Under the Curve (AUC), Average 

Precision (AP) [38], and Reciprocal Rank metrics 

[39]. 

 

3. Proposed method  

In this section, we present the main contributions 

of the proposed method, as follow: (1) a smooth 

method to fill incomplete ratings; and (2) a novel 

method to suggest Top-k items. Now, we discuss 

the proposed method in detail. 

 

3.1. Filling incomplete rating matrix 

The following subsection mainly focuses on 

estimating the missing values of rating matrix 

considering uncertainty in the users' preferences. 

This step can be considered as a preprocessing 

phase. At the end of this stage, we get the complete 

rating matrix. Now, we will describe the pre-

processing phase.  
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The purpose of this stage is to determine which 

class label should be placed instead of the missing 

value. Let a rating matrix 𝑅 = {𝒓1, … , 𝒓𝑀}  where 

𝑀 is the number of recommender system users. 

Each element 𝒓𝑖  (𝑖 = 1 … 𝑀) represents a vector 

𝒓𝑖 = [𝑟𝑖1, … , 𝑟𝑖𝑁]𝑇, where 𝑁 is the number of items 

and 𝑟𝑖𝑗 denotes the rating that user 𝑈𝑖 assigns to 

item 𝐼𝑗. The user rates an item via assigning the 

preference label which is selected from a finite 

rank-ordered set Θpref = {𝜃1, 𝜃2, … , 𝜃𝐿}. The set 

Θpref contains the class labels. The vector 𝒓𝑖 can 

be considered with some missing dimensions 

(unrated items). It means that user 𝑈𝑖 has not rated 

item 𝐼𝑗. To fill the missing values with class labels, 

Eq. (1) is driven considering the affecting factors 

such as: the number of specific class samples and 

the distance between incomplete vector (test 

sample) and samples of other classes. To reduce the 

effect of uncertain ratings, the coefficient �̃� is 

added.  
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where 𝑛𝜃𝑙
 is the number of samples in class 𝜃𝑙 

(𝜃𝑙 ∈ Ɵ𝑝𝑟𝑒𝑓), and �̃�𝑙 is a parameter that indicates 

the normalized number of 𝒓𝑖 's adjacent samples for 

a specific class in the predefined adjacency radius. 

Its calculation is shown as an algorithm in  
 

Table 1. It should be noted that in all equations, the 

missing values are ignored, and the known values 

in the same dimension of each sample are used. 

 

Table 1. Procedure for �̃�𝐥 calculation. 
1. Set an adjacency radius per test sample to distinguish the 

adjacent samples. The adjacency radius is a coefficient of 

class 𝜃𝑙bandwidth.  

2. Count the number of samples belonging to class 𝜃𝑙.  

3. Compute �̃�: divide the obtained value from step 2 by the 
total number of samples placed in adjacency radius. 

 

To separate the samples linearly, they are 

transformed to a high-dimensional space by 

mapping function 𝜑. Using the kernel function 

presented in Eq. (2), the inner products between the 

images of samples can be substituted in feature 

space.  
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By substitution of Eq. (2) in Eq. (1), Eq. (3) can 

be driven. 
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(3) 

Using the radial basis kernel as shown in Eq. (4), a 

discriminate function can be given as in Eq. (5). 
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where 𝛾𝜃𝑙
 is the bandwidth of each class. In the 

proposed method, two assumptions are considered: 

(1) each rate of rating matrix is considered as a 

sole-based classifier and (2) a rating matrix has a 

Gaussian (normal) distribution in which the 

Gaussian centers are the samples in a rating matrix. 

An important note is that these two assumptions are 

implemented for the first time in the present work. 

To calculate the bandwidth of each sample, a 

Parzen window [40] with Gaussian kernel is placed 

at each sample. Parzen window is a well-known 

non-parametric way to estimate the probability 

density function of a random variable. Given 𝑛𝑡𝑜𝑡 

samples 𝑟𝑗, 𝑗 = 1, 2, … , 𝑛𝑡𝑜𝑡 in the 𝐿-dimensional 

space, where 𝐿 =  |Θ𝑝𝑟𝑒𝑓|, which follows an 

unknown distribution. Their pdf can be estimated 

using the expansion 
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for sufficiently large 𝑛𝑡𝑜𝑡 and sufficiently small 

values of ℎ. Note that, ℎ is a user-defined 

parameter. Using the above equation, the 

bandwidth of each sample is set as 𝛾 and is 

calculated by the following formula. 
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where β is an adaptable tuning parameter that 

should be defined by the user. Trivially, Eq. (7) is 

between zero and one. The lower 𝛾 shows that the 

number of samples near the specified center is low, 

or that sample is near boundary of the class(es). On 

the other side, the greater 𝛾 indicates that the center 

is surrounded by other centers or it is near the 

similar class(es). Briefly, in the sparse region, and 
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also near boundary of the class(es) 𝛾 is low, and in 

dense regions, or the neighborhood of the similar 

classes 𝛾 is great.  

To obtain the bandwidth of each class, 𝛾𝜃𝑙
, the 

average bandwidth of any sample belonging to 

class 𝜃𝑙 should be calculated by   


θl

l

l

i =1

n

i

θ

θ

γ

γ =
n

  
(8) 

To impute the most appropriate values in 𝑟𝑖, 𝑔𝜃𝑙
(𝑟) 

is computed for all classes 𝜃𝑙 ( 𝜃𝑙ϵΘpref). The final 

rating is computed by 

 arg min
l

l

ij ijr g r



   (9) 

According to the above equation, the missing rating 

will be assigned to the class that has the minimum 

value of 𝑔𝜃𝑙
(𝑟). If the computed results for 𝑔𝜃𝑙

(𝑟) 

are equal to each other, one class is chosen 

randomly. As mentioned earlier, a rating 

𝜃𝑙, 𝜃𝑙ϵΘpref in recommender systems has been 

considered as a class label. At the end of this stage, 

the complete vectors are obtained. 

 

3.2. Predicting Top-k items 

At this stage, a new method is proposed to predict 

the most preference k items for the users. The Top-

k recommendation problem is treated as a ranking 

one. As mentioned earlier, the collaborative 

filtering problem can be viewed as a generalization 

of classification, where the prediction problem is 

the classification of a specific item from a huge 

amount of items I based on a user U. A 

classification result can be drawn by 𝑃 (the output 

of the classifier) using any standard classifier. In 

the proposed method, the Softmax classifier is 

chosen and presented in Eq. (10).  
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(10) 

where 𝑢 ∈ ℝ𝑁 represents the user and 𝐼 ∈ ℝ𝑁  

represents the specific item. Note that, the set 𝐼 

contains the items already items by the other users.  

To predict the top k items (𝑘 ≤ 𝑁) and also to 

identify the user's preference for a specific item, the 

Dempster-Shafer combination [41] is used. For 

each item, DP is considered as an 𝑀 × 𝐿 matrix, 

where 𝑀 is the number of users (classifiers), and 𝐿 

is the number of classes (𝐿 =  |Θ𝑝𝑟𝑒𝑓|, Θpref =
{𝜃1, 𝜃2, … , 𝜃𝐿}). The Softmax classifier outputs that 

have been computed from Eq. (10) are elements of 

DP. The decision profile is constructed as follows: 
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About the generated DP matrices, the 𝐿 decision 

template (DT) can be constructed as follows: 
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To calculate the proximity Φ between 𝐷𝑇𝑗
𝑖 (the ith 

row of the decision template for class j) and DP for 

every class 𝑗 = 1, … , 𝜃𝑙, and for every classifier 

𝑖 = 1, … , 𝑀, Eq. (13) is presented. 
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Using Eq. (13), belief degrees for every class 𝑗 =
1, … , 𝜃𝑙 , and for every classifier 𝑖 = 1, … , 𝑀 are 

calculated. 
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Membership degree is determined by Eq. (15). Its 

strategy uses the product of the belief degree. Final 

DS label with membership degrees is defined as 

follows:  

  
1

for  1, , ( ) ,
M

j j i

i

j Lr b DP r


    (15) 

The class that has the maximum value of the 

Dempster-Shafer membership degree is the rating 

of the item.  

arg max ( )I j
r

r    (16) 

The list of items is then sorted by the items that 

have the greatest rating and returned to the user.    

Briefly, the proposed method has tended to handle 

incomplete data in collaborative filtering systems. 

Also it introduces an ensemble-based method that 

uses a combination of interests of users to suggest 

diverse Top-k items that satisfy the user's needs. 

 

4. Experimental results 

In this section, the datasets used are first introduced 

concisely. Next, the experimental setup and 

evaluation metrics are discussed. Then the training 

and recommendation phase designs are evaluated. 

Finally, the performance of the method is tested 

using evaluation metrics. The experiments in this 
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section are conducted to evaluate the performance 

of the proposed method against other relevant 

methods [3, 30, 31, 42].  

 
4.1. Dataset 

To analyze the effectiveness of the proposed 

method, several experiments were conducted on 

Movielens 100K, MovieLens 1M, MovieLens 

10M, MovieLens 20M, Ciao, Book-Crossing, and 

Jester. Table 2 contains the number of users, items, 

ratings, rating scale, and addresses of the 

mentioned datasets. Rating scale contains finite 

rank-order 𝜃𝑝𝑟𝑒𝑓, e.g. Movielens ratings take from 

𝜃𝑝𝑟𝑒𝑓 = {1, 2, 3, 4, 5} where one is the lowest and 

five is the highest ratings. 

 

Table 2. Dataset characteristics. 

Dataset name # of users # of items #of ratings Rating scale (𝜃𝑝𝑟𝑒𝑓) Address 

MovieLens 100K 943 1,682 100,000 1 to 5 

http://grouplens.org 
MovieLens 1M 6040 3,883 1,000,209 1 to 5 
MovieLens 10M 69,878 10,681 10,000,054 0.5 to 5 

MovieLens 20M 138,493 27,278 20,000,263 0.5 to 5 

Ciao 7,375 99,746 278,483 1 to 5 http://dvd.ciao.co.uk 

Book-Crossing 278,858 271,379 1,149,780 1 to 10 http://www2.informatik.uni-freiburg.de/~cziegler/BX/ 

Jester 59,132 140 1,761,439 -10 to 10 http://www.ieor.berkeley.edu 

 
4.2. Experimental setup 

In this sub-section, we describe the experimental 

tools and the parameters. Simulations were run in 

the MATLAB R2013 on an Intel processor at 2.30 

GHz with 4 GB of RAM.  

In the Parzen window approach, to estimate 

densities, we fixed the size and the shape of region 

Ʀ. To find the best value of length side, we 

examined for ℎ =  {2−2, 2−1 , 20, 2+1, 2+2}. The 

best ℎ is a value where the lowest classification 

error occurs. In the experimental results, we infer 

that ℎ depends on the dataset characterization. 

𝛽 is another adjustable tuning parameter that 

should be defined by the user. Its value was set to 

0.5. 

To generate the size-k ranked list, k was equal to 

10. 

 

4.3. Evaluation of metrics 

In the Top-k recommender systems, precision and 

recall were used for the accuracy and performance 

evaluations [43]. The computation of recall and 

precision proceeds as follows: 

#
recall

hits

T
   (17) 

precision( )
.

# hits
k

k T
   (18) 

where #hits is the number of items in the test set T 

that is also present in the Top-k recommended 

items returned for each user. To measure the 

deviation of recommendation from the user's 

specific value, MAE metric was calculated by Eq. 

(19). 

, ,

,

1
u i u i

u i

MAE p r
n

    (19) 

where 𝑛 denotes the cardinality of rating matrix of 

test data,  𝑝𝑢,𝑖 is the predicted rating, and 𝑟𝑢,𝑖 is the 

real rating of user 𝑢 for item 𝑖. 
Other measures that are used include Hit Rate (HR) 

and Average Reciprocal Hit Rank (ARHR) which 

are formulated in Eqs. (20) and (21). 

  
#

#

hits
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1

1 1

#

hits

i i
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    (21) 

where #𝑢𝑠𝑒𝑟𝑠 is the total number of test users, 

#ℎ𝑖𝑡𝑠 is the number of users whose item in the test 

set is present in the size-k recommendation list, and 

𝑝𝑜𝑠𝑖 is the position of the test item in the ranked 

recommendation list for the ith hit. Besides, the 

computational time was applied as another 

evaluation metric. Computational time was 

considered as the length of time required to 

perform a computational process. 

 

4.4. Result of interpretation 

To validate the proposed method, experiments 

were conducted over the real-world datasets taken 

from the addresses shown in Table 2. A 10-fold 

cross-validation was used to demonstrate the 

performance of the methods. For each run, each 

dataset is split into the training and test sets by 

randomly selecting one of the non-zero entries for 

each user to be part of the test set. Considering the 

training set, a ranked list of k items is generated for 

each user. The method is then evaluated by 

comparing the ranked list of recommended items 

with the item in the test set. Table 3 shows the 

comparisons of accuracy, precision, recall, and 

MAE for the proposed method and the competing 

recommender systems on Movielens 100K, 

MovieLens 1M, MovieLens 10M, MovieLens 
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20M, Ciao, Book-Crossing, and Jester, 

respectively. The average rank provides a 

reasonable comparison of the methods; the 

performance of each method is ranked. The ranks 

are reported in enclosed parenthesis. Bold values 

highlight the best results of the experiments, and 

the rank of each method is enclosed in the 

parenthesis. 

As shown in table 3, the proposed method obtains 

the best results for Book-crossing dataset in all 

evaluation metrics. Expect for the MovieLens 1M 

and Jester datasets, the MAE metric of the 

proposed method is better than the others. 

Comparisons regarding the recall metric show that 

the proposed method has better results in all 

datasets, expect for MovieLens20M; in this dataset, 

it obtains the recall rank 2. Totally, the proposed 

method has the best average rank in all metrics. 

This achievement is due to the ensemble-based 

approach that has been designed.       

To independently compare the performance of the 

competing methods, we use the Receiver Operating 

Characteristic (ROC) curve. To plot the ROC 

curve, the true positive rate against the false 

positive rate should be computed. Error! 

Reference source not found.Figure 1 shows the 

ROC curve graphically. These graphical 

representations help us understand the efficiencies 

of the methods. Recall that the ROC curve 

demonstrates the trade-off between true positive 

rate (TPR) and false positive rate (FPR) (see Table 

4).  

Any increase in TPR will be accompanied by a 

decrease in FPR. The closer the curve follows the 

left-hand border and then the top border of the ROC 

space, the more accurate will be the test. The closer 

the curve comes to the 45-degree diagonal of the 

ROC space, the less accurate is the test. The area 

under the ROC curve measures the accuracy. An 

area of 1 represents a perfect test; an area of 0.5 

represents a worthless test [44]. 

Table 5 demonstrates the calculated AUC for each 

method. As shown, the proposed method performs 

better than all the other methods across all the 

datasets. 

Comparison of the HR and ARHR metrics is 

presented in table 6. As one can see in this table, 

the ensemble-based proposed method leads to 

significant improvements in either HR or ARHR. 

Also another ensemble-based method, [42], 

achieves rank 2 in most cases. 

As the previous tables show, the proposed method 

is successful in presenting the Top-k 

recommendation list, although this success is 

costly and time-consuming. The presented 

computational time of methods is calculated as the 

sum of training and testing time. In table 7, the 

average running times (across training sets) are 

reported. We can see that the proposed method is 

consistently slower than the other methods. We 

attribute it to ensemble-based approach, which 

makes it time-consuming. 

 

5. Conclusions and future works 

The recommender systems are important research 

fields in e-commerce. In this paper, we introduced 

an efficient method to identify a list of user's 

preference items (Top-k recommendation 

problem). In the predicting process of collaborative 

filtering, to two points should be paid attention. 

First, the need for sufficient ratings to make robust 

predictions and secondly, recommendation quality. 

However, the latter is far from satisfactory because 

human decisions are affected by the environmental 

conditions and they might change over the time. 

In this paper, we aimed to overcome the data 

imperfection limitations. To further enhance the 

accuracy of Top-k recommender systems, we first 

filled the missing ratings and then made the Top-k 

recommendation list. We imputed proper ratings to 

the missing ones in an innovative way. Then, to 

suggest Top-k recommendation items, an ensemble 

classifier was designed, which operated with an 

acceptable error rate. Regarding the experimental 

results, the proposed method gained a better 

performance compared with the state-of-the-art 

method.  

The experimental results on the real-world datasets 

demonstrate the capability of the method in 

producing reliable results. 

In our future work, we intend to consider the 

behavioral patterns of the users in recommender 

systems and try to find online method enabling us 

to make flexible and reliable predictions that can 

address the cold start problem. Another work that 

we are interested in is to consider the concept drift 

in recommender systems. 
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Table 3. The evaluation metrics comparison. 
Dataset Evaluation metrics [3] [42] [30] [31] The proposed method 

MovieLens 100K 

Precision 0.59(2) 0.50(3) 0.6(1) 0.48(4) 0.50(3) 

Recall 0.53(4) 0.87(2) 0.46(5) 0.57(3) 0.89(1) 

MAE 0.48(3) 0.48(3) 0.59(4) 0.46(2) 0.29(1) 

MovieLens 1M 

Precision 0.51(4) 0.7(1) 0.51(4) 0.53(3) 0.55(2) 

Recall 0.36(5) 0.83(2) 0.44(4) 0.52(3) 0.88(1) 

MAE 0.55(4) 0.20(1) 0.58(5) 0.45(3) 0.28(2) 

MovieLens 10M 

Precision 0.52(3) 0.54(1) 0.51(4) 0.54(1) 0.53(2) 

Recall 0.35(5) 0.67(4) 0.42(3) 0.67(2) 0.87(1) 

MAE 0.57(4) 0.35(2) 0.57(4) 0.47(3) 0.25(1) 

MovieLens 20M 

Precision 0.57(2) 0.53(3) 0.53(3) 0.51(4) 0.62(1) 

Recall 0.53(4) 0.63(3) 0.40(5) 0.76(1) 0.73(2) 

MAE 0.53(5) 0.36(2) 0.52(4) 0.44(3) 0.28(1) 

Ciao 
Precision 0.59(1) 0.52(3) 0.51(4) 0.52(3) 0.55(2) 
Recall 0.57(3) 0.60(2) 0.40(5) 0.50(4) 0.71(1) 

MAE 0.47(3) 0.37(2) 0.53(4) 0.59(5) 0.29(1) 

Book-Crossing 
Precision 0.51(3) 0.55(2) 0.51(3) 0.56(2) 0.71(1) 

Recall 0.55(3) 0.59(2) 0.21(4) 0.55(3) 0.62(1) 

MAE 0.54(3) 0.25(2) 0.58(5) 0.55(4) 0.18(1) 

Jester 

Precision 0.47(5) 0.67(1) 0.53(2) 0.50(4) 0.52(3) 

Recall 0.58(3) 0.57(3) 0.41(5) 0.63(2) 0.90(1) 

MAE 0.53(5) 0.24(1) 0.52(4) 0.43(3) 0.30(2) 

Average rank 

Precision 2.86(2) 2.00(1) 3.00(3) 3.00(1) 2.00(1) 

Recall 3.86(3) 2.57(2) 4.43(4) 2.57(2) 1.14(1) 

MAE 3.86(4) 1.86(2) 4.29(5) 3.29(3) 1.29(1) 

 
Table 4. Comparison of true positive and false positive rates. 

Dataset Rates [3] [42] [30] [31] The proposed method 

MovieLens 100K 
TPR 0.53 0.87 0.46 0.57 0.89 

FPR 0.51 0.47 0.64 0.42 0.36 

MovieLens 1M 
TPR 0.36 0.83 0.44 0.52 0.88 

FPR 0.32 0.42 0.51 0.41 0.35 

MovieLens 10M 
TPR 0.35 0.67 0.42 0.67 0.87 
FPR 0.31 0.36 0.49 0.45 0.31 

MovieLens 20M 
TPR 0.53 0.63 0.40 0.76 0.73 

FPR 0.50 0.36 0.43 0.49 0.29 

Ciao 
TPR 0.57 0.60 0.40 0.50 0.71 
FPR 0.58 0.34 0.42 0.39 0.28 

Book-Crossing 
TPR 0.55 0.59 0.21 0.55 0.62 

FPR 0.54 0.21 0.35 0.40 0.10 

Jester 
TPR 0.58 0.57 0.41 0.63 0.90 
FPR 0.56 0.14 0.44 0.44 0.41 

 

 
(a) 

 

(b) 

 

(c) 
 

(d) 
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(e) 

 

 

Figure 1. Comparison of ROC curve. (a) ROC curve of [3], (b) ROC curve of [42], (c) ROC curve of [30], (d) ROC curve of 

[31], (e) ROC curve of the proposed method. 

 

Table 5. The AUC value. 
 [3] [42] [30] [31] The proposed method 

Area Under Curve (AUC) 0.6723 0.8357 0.5592 0.7711 0.8936 

 
Table 6. Performance comparison of methods. 

Dataset Rates [3] [42] [30] [31] The proposed method 

MovieLens 100K 
HR 0.128(5) 0.130(3) 0.129(4) 0.214(2) 0.303(1) 

ARHR 0.072(4) 0.089(2) 0.073(3) 0.035(5) 0.183(1) 

MovieLens 1M 
HR 0.382(3) 0.289(5) 0.381(4) 0.392(2) 0.597(1) 

ARHR 0.168(3) 0.132(4) 0.128(5) 0.175(2) 0.212(1) 

MovieLens 10M 
HR 0.247(4) 0.254(3) 0.221(5) 0.342(2) 0.343(1) 

ARHR 0.204(3) 0.154(5) 0.197(4) 0.215(2) 0.304(1) 

MovieLens 20M 
HR 0.138(5) 0.214(3) 0.158(4) 0.231(2) 0.253(1) 

ARHR 0.096(4) 0.128(2) 0.096(4) 0.122(3) 0.134(1) 

Ciao 
HR 0.165(5) 0.204(2) 0.187(4) 0.194(3) 0.213(1) 

ARHR 0.094(5) 0.115(3) 0.096(4) 0.119(2) 0.121(1) 

Book-Crossing 
HR 0.065(3) 0.064(4) 0.049(5) 0.075(2) 0.089(1) 

ARHR 0.024(4) 0.024(4) 0.032(2) 0.028(3) 0.063(1) 

Jester 
HR 0.365(4) 0.386(2) 0.328(5) 0.381(3) 0.393(1) 

ARHR 0.198(4) 0.232(2) 0.185(5) 0.229(3) 0.247(1) 

 
Table 7. Comparison of computational time. The results are given in the format hh:mm:ss. 

Dataset [3] [42] [30] [31] The proposed method 

MovieLens 100K 00:01:16 00:00:47 00:02:41 00:01:48 00:02:07 

MovieLens 1M 00:01:36 00:01:17 00:02:17 00:02:32 00:02:28 

MovieLens 10M 00:05:10 00:02:56 00:03:48 00:04:08 00:05:35 

MovieLens 20M 00:14:16 00:10:50 00:12:53 00:13:41 00:35:21 

Ciao 00:06:23 00:03:23 00:06:14 00:06:38 00:07:19 

Book-Crossing 00:47:19 00:22:43 00:52:23 00:58:37 01:09:26 

Jester 00:11:03 00:15:06 00:46:45 00:48:11 00:55:01 
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 چکیده:

لاعا  زیرسست می از سست   فسل ریهگ اط هاسست  . این انهقرارگرف ه مورداس فاد گتی رد  در جاار  اکت رننس   طوربه پسشیهااددههه  هایسیستی  

، نساز به ام سازا  هاسست  در این  .گسرنهمیقرار  مورداسی فاد  دههمیهاکا را جرجسح -kاز  ایماموعهایهته هاربر ی  هاکا یا  بسهیپسشهتی هه هه برای 

انتانی جحت شرایط محسطی ن در طول زمان  هایجصمس زیرا  هتی هه پسش رن ، دن چاکش مهاسی  هایپسشیهااد ارائهن  دقسق هایبسهیپسشبرای هافی 

 Top-kمقادیر نامعلوم جهنل ام سازا  ن همچهسن رنشی جرهسبی برای به دست آنردن کستت  بسهیپسشنوآنرانه برای  ی. در این مقاکه، رنشهههمیجغسسر 

-fold cross-10دنسای ناقعی ن به رنش  هایداد م عهدی بر رنی ماموعه  هاآزمایشارزیابی رنش پسشییهاادی،  مهظوربهارائه شییه  اسییت.  هاپسشییهااد

validation   مقایته شه  است. هایرنشبرجری رنش پسشهاادی نتبت به  دههه نشاناست. ن ایج اناام شه 

 .، داد  ناهامل، یادگسری جرهسبیTop-k پسشهااددههه  هایسست   :کلمات کلیدی

 


