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 Today, metabolic syndrome in the age group of children and 

adolescents has become a global concern. In this work, a data mining 

model is used in order to determine a continuous metabolic syndrome 

(cMetS) score using the linear discriminate analysis (cMetS-LDA). 

The decision tree model is used to specify the calculated optimal cut-

off point cMetS-LDA. In order to evaluate the method, the multi-

layer perceptron neural network (NN) and the support vector machine 

(SVM) models are used, and the statistical significance of the results 

is tested with the Wilcoxon signed-rank test. According to the results 

of this test, the proposed CART is significantly better than the NN 

and SVM models. The ranking results in this work show that the 

most important risk factors in making cMetS-LDA are WC, SBP, 

HDL, and TG for the males, and WC, TG, HDL, and SBP for the 

females. Our research work results show that the high TG and central 

obesity have the greatest impacts on MetS, and that FBS has no effect 

on the final prognosis. The results obtained also indicate that in the 

preliminary stages of MetS, WC, HDL, and SBP are the most 

important influencing factors that play an important role in 

forecasting. 
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1. Introduction 

Metabolic syndrome (MetS) is one of the most 

common metabolic disorders and a set of 

cardiovascular risk factors that cause chronic 

diseases such as CVD, diabetes mellitus, cancer, 

kidney disease, and mental illness [1-6]. MetS can 

also be described as a metabolic disorder 

associated with the atherosclerotic cardiovascular 

disease. According to the recommendations of the 

Adult Treatment Panel III, hypertension, 

abdominal obesity, hyperglycemia, and decreased 

serum concentration of high-density lipoprotein-

cholesterol and hypertriglyceridemia have been 

introduced as the main components of MetS [7-9].  

MetS in the age group of children and adolescents 

has become a global concern, especially in 

developing countries, where the cardiovascular 

mortality rates are 2.5 times higher, and the deaths 

are 1.5 times higher. This increases the 

cardiovascular mortality rate and the resulting 

mortality rate by 2.5 and 1.5 times, respectively 

[10]. In the recent decades, MetS has become a 

major concern in children and adolescents due to 

the factors such as the high prevalence of obesity, 

epidemiological transmission, double burden of 

eating disorders, and lifestyle changes. Childhood 

is when certain patterns such as lifestyle and diet 

are habitually formed. Although the symptoms of 

atherosclerotic disorders gradually become 

apparent in the later years, an early detection of 

the factors affecting it and modification of the 

lifestyle can significantly reduce the incidence of 

these disorders. Compared to the studies in adults, 
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there are no comprehensive studies on the age 

group of children and adolescents that examine 

the causes of MetS or its prevalence. Many 

studies have suggested the use of continuous 

scores instead of dichotomous scores in children 

and adolescents [11-14]. For example, according 

to [15], the use of cMetS reduces the duality 

factor, and is more sensitive and will lead to fewer 

errors than when using the metabolic syndrome 

stratified assessment. The statistical power is also 

increased when cMetS is used. The full details on 

calculating the cMetS score are published in [16]. 

Increasing MetS is gradually associated with 

increasing the level of each individual risk factor 

and increasing the number of risk factors. A 

continuous score is used as the best reflection of 

the progressive nature of this issue. There are 

several strategies for the construction of cMetS 

using its components. 

In this work, a data mining model was used for 

this purpose using the linear discriminant analysis. 

Data mining is the process of finding the 

anomalies, patterns, and correlations in a large 

dataset to predict the results. Using a wide range 

of techniques, this information can be used in 

order to make more accurate predictions at higher 

speeds and with a greater reliability. The aim of 

this work was specifically to find the most 

important risk factors in the development of MetS, 

and also to evaluate the effectiveness of different 

models with data mining. 

Machine learning has recently been shown to have 

a better performance over the traditional statistical 

modeling approaches [17-20]. Various approaches 

based on decision trees have been successfully 

applied to the medical data including the 

myocardial infarction [21], colon cancer [22], 

trauma [23], breast cancer [24], Alzheimer disease 

[25], cardiac surgery [26], and others [27-29]. 

However, the decision tree has its own strength 

and weakness. Therefore, comparing different 

algorithms can reduce the bias in the results, and 

can provide a more robust outcome.  

In [30], MetS has been predicted by the machine 

learning models using the decision tree 

algorithms. They evaluated the accuracy of 

different types of decision tree algorithms that 

predict the status of MetS in the self-paying health 

examiners examined with FibroScan. In their 

results, Obesity, serum glutamic-oxalocetic 

transaminase, serum glutamic pyruvic 

transaminase, controlled attenuation parameter 

score, and glycated hemoglobin appeared as the 

significant risk factors in multivariate logistic 

regression. Although they used the machine 

learning techniques, they did not consider the 

cMetS score. 

In contrast, [31, 32] determine the cMetS score in 

the age group of children but use the statistical 

analysis and do not use the machine learning 

techniques. 

Referring to the strengths and weaknesses of the 

research works conducted in this field, we 

proposed a method that used the power of 

artificial intelligence in order to determine the 

continuous metabolic syndrome (cMetS) score in 

children and adolescents to achieve better results. 

The rest of this paper is organized as what 

follows. The second part gives a complete 

description of the proposed method in details. The 

results and discussion are presented in the third 

section, and finally, in the fourth section, 

conclusions and future suggestions are expressed. 

2. Proposed Method 

In this section, we describe the proposed method 

step by step. According to the chart below, we 

first collected the data required for the current 

work. In the next steps, the statistical analysis and 

modeling are performed.  It is noteworthy that the 

operations such as data balancing in datasets that 

are inherently unbalanced as well as the extraction 

of distinctive and fundamental features will have a 

significant impact on the model and the final 

result. Therefore, the pre-processing steps such as 

data balancing and feature extraction were 

performed before classification. Then using the 

CART method, we predicted the continuous and 

stratified target variables, and we also applied the 

multilayer perceptron neural network and support 

vector machine in order to evaluate the CART 

method. 

 
Figure 1. Proposed model based on the LDA 

dimensionality reduction technique. 
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2.1. Data Collection 

In this descriptive cross-sectional research, 4340 

students aged 6 to 18 years old in Birjand 

including 2,329 females and 2,011 males were 

studied in the years 2012 and 2013. The samples 

were chosen through multi-stage cluster sampling 

from the school-aged students. 

The weight and height measurements were 

performed by the standard methods. The height 

was measured with an accuracy of 0.5 cm and the 

weight with a digital scale (Seca, German) with 

100 g error. The waist circumference (WC) was 

measured with an accuracy of 0.5 cm in standing 

position at the distance between the last rib and 

the iliac in exhale. The blood pressure was 

measured under the standard circumstances. 

The laboratory blood tests such as high-density 

lipoprotein (HDL), fasting blood sugar (FBS), and 

triglyceride (TG) were performed for the students.  

The blood samples were collected in 5 mL 

vacuum tubes (with separator gel, clot activator, 

Bacton Dickinson UK). The blood samples were 

separated at a distance of less than 15 min for 10 

minutes‟ centrifugation by sigma centrifugation in 

3000 RPM, and within fewer than an h, FBS, TG, 

HDL-C, LDL-C and total serum cholesterol (TC) 

were measured by enzymatic reagents (fully 

automated ROCHE COBAS INTEGRA analysis 

system). ATP III is a diagnostic criterion for MetS 

in this work. According to ATP III, at least three 

of the followings were defined as MetS: WC ≥ 

90th percentile for age and gender, abdominal 

obesity, HDL < 40, TG ≥ 110 mg/dL, FBS ≥ 110 

mg/dL, and diastolic or systolic blood pressure 

(SBP) ≥ 90th percentile. The exclusion criteria 

were genetic syndrome, endocrine disorders, 

physical impairments, and using drugs, which 

somehow affected the MetS components. From 

the population, we excluded the individuals with 

missing data on important variables (n = 521). 

The final population with size of 3819 students 

(242 abnormal and 3577 normal) was used in this 

work. The basic characteristics of the studied 

population are shown in Table 1.  

Also the distribution of the studied population by 

gender and age is shown in Table 2. 

The research dataset was partitioned into two 

subsets using the stratified random sampling: a 

training dataset consisted of 80% of the dataset, 

which was used for model building, and the 

remaining 20% was used for testing the model. 

2.2. Data Balancing  

Most prevalent classification models perform well 

when the classes of target variable are distributed 

identically, and the model challenges increase 

when the distribution of observations is imbalance 

[33]. Often the medical data is mainly combined 

by the majority normal class with only a minority 

of the abnormal class [34].  

Table 1. Baseline characteristics of Birjand MetS study. 

Field Abnormal (242) Normal (3577) P-Value* 

Weight 62.022** 41.035 1 

Length 155.017 146.791 1 

WC 81.153 63.586 1 

SBP 121.591 101.779 1 

DBP 68.967 57.897 1 

FBS 92.033 88.384 1 

CHOL 171.905 157.067 1 

TG 157.269 82.642 1 

HDL 36.64 49.934 1 

LDL 101.9 86.609 1 

BMI 25.289 18.44 1 

*P-Value of significant test for difference between mean of 

variables for abnormal and normal groups. P-Values greater than 

0.95 indicates an important and significant difference 

** Mean of variable 

Table 2. Distribution of studied population by gender and 

age. 

Distribution of dataset Abnormal Normal 

Gender 
Male 139 1600 

Female 103 1977 

Age group 
6-11 92 1564 

12-18 150 2013 
 

In this case, the standard and popular models tend 

to generate a high precision for the majority class 

and a low precision for the minority. The 

oversampling techniques are used in order to 

dominate this problem by adjusting the prior 

probability of the majority and minority class in 

the training dataset to acquire more balanced data 

in each class. Some studies in the medical science 

have shown the effectiveness of the SMOTE 

algorithm to solve the problem of unbalanced data 

[34, 35]. This algorithm helps to balance the data 

by producing artificial samples of the minority 

class data. Some studies in the medical science 

have shown the effectiveness of the SMOTE 

algorithm to solve the problem of unbalanced data 

[34, 35]. In the present work, we balanced the 

training datasets using SMOTE. 

2.3. Linear Discriminant Analysis (LDA)  

LDA is a type of supervised feature extractor that 

has been widely used [36-39]. Its goal is to 

transform the original feature space into the most 

discriminate one. In order to achieve this goal, 

LDA seeks to reduce the ratio of the inter-class 

scattering matrix to the intra-class scattering 
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matrix in the dataset [40]. The two scattering 

matrices mentioned in (1) and (2) are introduced, 

respectively. 
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of all classes. One way to obtain the LDA's goal is 

to maximize the ratio det | |
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S
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 [40].   

The eigenvectors of ( 1)

w bS S  are  the orientations 

of the new feature space. 

2.4. Classification Modeling and Performance 

Evaluation 

The CART method is a popular DT model [41], 

and is used to predict the continuous and 

categorical target variables. CART splits the data 

subsets using all variables for creating two child 

nodes. The best variable is found using an 

impurity measure to produce as homogenous as 

possible data subsets with respect to the target 

variable. The CART procedure is terminated by 

cost-complexity tree pruning. In this step, in order 

to evaluate the efficiency of the CART method, 

the multi-layer perceptron neural network and the 

support vector machine are used in comparisons. 

 

3. Results  

3.1. Performance Evaluation 
In the first stage, we implemented the LDA 

method to obtain cMetS-LDA for the males and 

females. The measures obtained for the males and 

females are shown in (3) and (4), respectively. 

The CART algorithm is used to specify the best 

cMetS-LDA cut-off point to forecast MetS. Figure 

2 shows the best cut-point of cMetS-LDA 

obtained using the CART model that for the males 

and females are 0.603 and 0.308, respectively. 

The CART models are constructed using the 

balanced training subsets of the male and female 

students. 

(3) 
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Figure 2. CART model for (a) males and (b) females. 

Figure 3 displays the histogram of the predicted 

MetS using the obtained cut-points.  

According to Figure 3, the constructed score by 

LDA splits the instances in two classes into two 

nearly separated intervals. Thus using cMetS-
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LDA, the classifier can easily classify a new 

instance x by executing the simple rule that for 

males this rule is “If cMet-LDA   0.603. Then 

the class is abnormal (with a probability of 0.88), 

and If cMet-LDA   0.603, then the class is 

normal (with a probability of 0.99)”.  

 
Figure 3. Histogram of the predicted MS using the 

obtained cut-points for (a) males and (b) females. 

The ROC plot for the models on the testing 

datasets is shown in Figure 4.  

In addition to the CART method, in this 

classification problem, we used two well-known 

models, the multi-layered perceptron neural 

network and the support vector machine, as a 

criterion to ensure the superiority of the proposed 

method by conducting the experiments. 

The suitable results were obtained for a single-

layered neural network with 8 hidden neurons 

with hyperbolic-tangent activation function and 

SVM with radial basis function (RBF) kernel 

functions. The performance measures for the 

proposed models are shown in Table 3. The 

accuracy measures of the CART model obtained 

from cMetS-LDA in Table 3 and its ROC curve 

shows that using the obtained cut-points has a 

high accuracy in predicting MS. 

In order to further evaluate the performance and 

also test the statistical significance of the results 

of the CART model, a Wilcoxon signed-rank test 

[42] was carried out on the mean results of the 

proposed models shown in Table 3. 

In order to conduct this test, we supposed the 

following hypotheses: 

 

 H0: There is no difference among the 

performance of CART and other models. 

 H1: A difference exists among the 

performance of CART and the other models. 

The results of the Wilcoxon signed-rank test are 

shown in Table 4. 

 
Figure 4. ROC curve of the obtained tree using cMetS-

LDA for metabolic syndrome for (a) males and (b) 

females. 

Table 3. Performances of the proposed models for males 

and females. 

 

Males Females 

CART SVM NN CART SVM NN 

Sensitivity 0.966 0.921 0.953 0.97 0.951 0.935 

specificity 0.919 0.852 0.901 0.893 0.91 0.882 

Accuracy 0.936 0.913 0.925 0.921 0.908 0.897 

G-Measure 0.942 0.93 0.915 0.931 0.893 0.915 
 

With regard to Table 4, the proposed CART is 

significantly better than the NN and SVM models. 

Determination of the key variables is a vital 

requirement in many applications. In this research 

work, we saw that the feature selection was one of 

the main issues in various fields. In constructing 

the cMetS-LDA score, all the risk factors were 

graded in order to determine the predictors of 

MetS based on their significance. Among all the 

factors for predicting MetS, some of them affect 

the accuracy of the proposed model more than the 

others. In this work, we utilized a heuristic 

method proposed by Johnson [43] for ranking the 

risk factors in constructing cMetS-LDA for the 
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males and females. The results of this method in 

the ranking of the risk factors are shown in 

Figures 5 and 6, respectively. 

Table 4. Results of Wilcoxon signed-rank test for all 

compared models 

Moddel 

Average 

of best 

results 

Std-dev 

Base model 

for 

comparison 

Z value 
Pr 

( > |Z|) 

SVM 0.898476 0.302071 
CCMBO 

7.123991 0.0 

NN 0.909828 0.286474 5.122593 0.0 

 
Figure 5. Ranking of risk factors in cMetS-LDA 

constructing for males. 

3.2. Discussion 

The metabolic syndrome has a significant effect 

on the onset and development of type 2 diabetes 

and cardiovascular diseases (CVDs). It is 

currently a serious social health-related problem, 

and may occur at any age, although in a varying 

degree [7]. Its main variables are well-defined in 

adults, while there is no clear global description of 

MetS in the age group for children and 

adolescents [44]. There is a different prevalence 

among the MetS studies in children [45-49]. 

Therefore, we require a larger dataset to examine 

the relationship between the risk factors. 

Accordingly, in many studies in the field of 

pediatrics, by adapting the cut-off points of each 

metabolic parameter for children and adolescents, 

this definition has been used for the adults. In 

various studies, the effect of the MetS components 

from childhood to adulthood has been clearly 

demonstrated [50]. 

Due to the occurrence of obesity and concomitant 

diseases in children, a primary prevention of 

atherosclerosis is provided by screening children 

at the metabolic risk, which is very important [51, 

52]. All the MetS risk components are considered 

by a continuous variable. It is assumed that all the 

influential components in MetS are also important 

and effective in CVD. 

 
Figure 6. Ranking of risk factors in cMetS-LDA 

constructing for females. 

The recent cross-sectional research reports 

indicate the effectiveness of cMetS because it is 

statistically more accurate and more sensitive than 

the binary classification [12, 53]. Given that in 

many children there is only one or two influential 

risk factors, the present work shows the 

importance of predicting the risk of 

atherosclerosis in children using cMetS. Various 

studies have forecasted cMetS with principal 

component analysis (PCA) and z-score methods, 

and it has been carefully evaluated with both the 

ROC curves and the below curve area. So far, no 

study has been carried out with the LDA method. 

The best cut-off point for predicting cMets-LDA 

was obtained using the CART method, and was 

estimated 0.603 (sensitivity 0.97, specificity 0.91) 

in the males and 0.308 (sensitivity, 0.97; 

specificity, 0.89) in the females with the below 

curve area of AUC: 0.94 in the males and AUC: 

0.92 in the females. These results are more 

compared to Shi et al. (2015) as the below curve 

area for cMetS-Z and cMets-PCA, as a predictor 

of MetS, in their study have been reported to be 

0.93 and 0.91, respectively [11], and therefore, 

our results have a higher accuracy. To the 

contrary, Eisenmann et al. (2010) have reported a 

higher accuracy than us (cut-off point: 3.72, 

sensitivity: 100%, specificity: 93.9%, AUC: 

0.978) [44]. These results have been reported by 

Shafiee et al. (2013) as follows (optimal cut-ponit 

for cMetS: 2.93, sensitivity: 92%, specificity: 
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91%, AUC: 0.96), which was calculated to be 

2.97 for the males and 3.26 for the females [50]. 

In our previous studies, the incidence and 

prevalence of MetS in the age groups 11-18 years 

and 18-13 years were 5.3% and 6.9%, respectively 

[7, 45]. Overall, 53.5% of the samples were 

normal and 46.5% had at least one abnormal 

component of MetS. Among the risk factors 

influencing MetS forecasting, some of them are 

more important in the accuracy of the proposed 

cMetS-LDA model. In this work, the waist 

circumference (WC) was an important predictor in 

men and women. In the cMetS-LDA model, the 

important risk for the males was WC, SBP, HDL, 

and TG, and for the females, was WC, TG, HDL, 

and SBP, respectively. The visceral fat increases 

inflammation and oxidative stress due to the 

release of inflammatory mediators, so it is 

considered a risk factor for MetS and other 

metabolic complications. 

These conditions may have biological effects 

affecting the peripheral metabolic, vascular, and 

endocrine processes. The process of low-grade 

inflammation may predispose to the metabolic 

risk factors and exacerbate the consequences. In 

addition, WC and increased visceral fat are two 

powerful and independent predictors of the 

metabolic changes [54-56]. Despite the difficulty 

comparing the present work with the other ones, 

the results obtained showed central adiposity 

reflects on the health of children. Dyslipidemia is 

associated with the MetS and cardiovascular 

complications, and our results suggest that the 

study population is at a higher risk in the later 

years. According to several studies [50, 52] as 

well as the results of our study, the central obesity 

and high TG have the most impact on MetS and 

cMetS score. In this work, FBS was not an 

effective factor in predicting the outcome. Our 

work shows that the preliminary stages of MetS, 

WC, HDL-c, and SBP are the effective 

components. Given the low MetS outbreak in 

children, conducting the communication studies 

using the binary variable is challenging. Thus we 

used the continuous cMets score as a more 

sensitive criterion. The large sample size and 

homogeneity of the studied samples are the 

strengths of this work. According to our latest 

knowledge, there are no previous studies based on 

the cMetS-LDA model performed on children. 

4. Conclusions 

In this work, a data mining model was utilized in 

order to determine the score of a continuous 

metabolic syndrome (cMeS) based on its effective 

components using the linear discriminant analysis 

(cMetS-LDA). The decision tree modeling was 

utilized in order to determine the optimum cut-off 

point of the obtained cMetS-LDA. In order to 

evaluate the CARD method, a comparison with 

the NN and SVM models was performed, and the 

superiority of the decision tree in the results was 

shown. We also tested the statistical significance 

of the results of the CART model.  

A Wilcoxon signed-rank test was carried out on 

the mean results of the proposed models. With 

regard to the results of this test, the proposed 

CART is significantly better than the NN and 

SVM models. 

The convergent validity for the cMetS-LDA 

model was shown in this work that is becoming 

widely used in the pediatric epidemiological 

research works. 

Our results suggest that the central obesity and 

high TG have the greatest effect on the MetS 

score. In this work, FBS was not an effective 

factor in predicting the outcome. Our study shows 

that the preliminary stages of MetS, WC, HDL, 

and SBP are the main components. We suggest 

that more research works should be done in order 

to determine the cut-off points for the metabolic 

risk factors in children, which include the waist 

circumference measurements, as these 

measurements may help the physician to intervene 

immediately. 
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 .0011سال  ،دوم شماره نهم،دوره  ،کاویمجله هوش مصنوعی و داده                                                                                                   و همکاران بابائیان

 

 یبر داده کاو ی: مدل مبتنتوسعه یک سیستم امتیازدهی پیوسته برای سندرم متابولیک

 

 4طوبی کاظمی و 3، فاطمه طاهری3، کوکب نمکین ،*2وحیده بابائیان، 1محسن صفاریان

 .رانی، ارجندی، برجندیب یصنعت، دانشگاه عیصنا یگروه مهندس 1

 .رانی، ارجندی، برجندیب ی، دانشگاه صنعتوتریکامپ یگروه مهندس 2

 .رانی، ارجندی، برجندیب یقلب و عروق، گروه کودکان، دانشگاه علوم پزشک یهایماریب قاتیمرکز تحق 3

 .رانی، ارجندیب، رجندیب یقلب عروق، گروه قلب، دانشگاه علوم پزشک یهایماریب قاتیمرکز تحق 4

 01/10/1110 پذیرش؛ 01/10/1110 بازنگری؛ 01/10/1110 ارسال

 چکیده:

امتی ازدهی  در یم دل داده ک او کی مقاله، از  نیشده است. در ا لیتبد یجهان ینگران کیکودکان و نوجوانان به  یدر گروه سن کیامروزه سندرم متابول

 ین هینقط ه طط ب به نی یتع در میستفاده شده است. مدل درخت تص ما (cMetS-LDA) یخط تشخیصیآنالیز با استفاده از  کیسندرم متابول پیوسته

با م دل پیش نهادی، م ورد  بانیبردار پشت نیو ماش چندلایه پرسپترون یمدل شبکه عصب دو شده است.بکار گرفته متابولیک  مسندر پیوسته دهیامتیاز

بهت ر  یبه طور طابل ت وجه یشنهادیپ مدل، نآزمو نیا جی. طبق نتانداارزیابی شده نیز  Wilcoxonبا آزمون  جینتا یو از نظر آمار اندگرفته مقایسه طرار 

عوام ل  نیکه مهمت ردهدمیمطالعه نشان  نیدر ا یرتبه بند جی. نتاعمل نموده است بانیبردار پشت نیو ماش چندلایه پرسپترون یمدل شبکه عصبدو از 

، دورکم رم ردان و  یب را 0گلیس ریدتریو 0بالا  یبا چگال نیپوپروتئیل، 1فشارخون سیستولیک،  0دورکمر ،کیسندرم متابول امتیاز پیوسته تعیینخطر در 

 یبال ا و چ اط گلیس ریدتریده د ک ه  یم ا نش ان م  قاتیتحق جیزنان بودند. نتا یبرا فشارخون سیستولیکو  بالا یبا چگال نیپوپروتئیل، دیریسیگل یتر

ده د ک ه در مرا  ل  ینشان م جینتا نیندارد. همچن یینها بینی شیدر پ یریتأث 5طند خون ناشتاو  سندروم متابولیک دارندرا در  ریتأث نیشتریب یمرکز

 ین یبشیدر پ  یهستند که نق ش مهم  رگذاریعوامل تأث نیمهمتر فشارخون سیستولیکو  بالا یبا چگال نیپوپروتئیل، دور کمر، سندروم متابولیک هیاول

 دارند.

 .ی، عوامل خطر طلبی و عروطی، مدل درخت تصمیم گیریخط سندروم متابولیک، آنالیز تشخیصی :کلمات کلیدی

 

                                                           
1 WC 
2 SBP 
3 HDL 
4 TG 
5 FBS 


