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 Nowadays, with the expansion of the internet and its associated 

technologies, the recommender systems have become increasingly 

common. In this work, the main purpose is to apply new deep 

learning-based clustering methods in order to overcome the data 

sparsity problem, and increment the efficiency of the recommender 

systems based on precision, accuracy, F-measure, and recall. Within 

the suggested model of this research work, the hidden biases and input 

weights values of the extreme learning machine algorithm are 

produced by the restricted Boltzmann machine, and then clustering is 

performed. Also, this work employs extreme learning machine (ELM) 

for two approaches, clustering of the training data and determining the 

clusters of the test data. The results of the proposed method are 

evaluated in two prediction methods by employing the average and 

Pearson correlation coefficient in the MovieLens dataset. Considering 

the outcomes, it can be clearly said that the suggested method can 

overcome the problem of data sparsity and achieve a higher 

performance in the recommender systems. The evaluation results of 

the proposed approach indicate a higher rate of all evaluation metrics, 

while using the average method results in the rates of precision, 

accuracy, recall, and F-measure come to 80.49, 83.20, 67.84, and 

73.62, respectively. 

 

Keywords: 
Recommender Systems, Extreme 

Learning Machine, Restricted 

Boltzmann Machine, Data 

Sparsity, Clustering methods. 

 

*Corresponding author: 
koohi@shomal.ac.ir(H.R. Koohi). 

1. Introduction 

Nowadays, the societies have undergone rapid 

changes in almost every aspect using computers 

and computer networks. We shop online, collect 

data through search engines, and spend a 

considerable portion of our social life online [1]. 

The exponential growth of information and online 

users has led to the information overload problem. 

The efficient extraction of useful data from all 

accessible online data is challenging since the 

Internet is growing rapidly every day. The 

recommender systems are a set of software 

devices and methods that guide the user in a 

modified method toward the required items in a 

vast array of options. The purpose of this personal 

recommender system is to find a novel item from 

a large set of data in terms of the previous user 

preferences [2].  

The recommender systems have many 

applications in various fields including digital 

libraries, medical applications, e-commerce, etc. 

These systems are among the most significant 

sectors in e-commerce. According to the reviews, 

the existence of recommender systems in this area 

has increased the revenue and profitability of 

selling a product. For example, in the field of film, 

the number of films and viewers has grown 

dramatically over the past few years. The 

information is beneficial exclusively for the users 

tending to watch an indefinite movie. Though, the 

list of features provided by the web search engine 

is very large, and it is very time-consuming to 

evaluate the options of this long list of searches. 

The recommender systems can use a variety of 

suggested techniques such as content-based, 
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collaborative filtering-based, hybrid and 

knowledge-based recommendations [3-10].  

The content-based systems recommend items 

based on the past preferences of a user, while the 

collaborative filtering systems are simple. The 

basis of this technique assumes that the users who 

share the same opinion on several items also agree 

on the other items, and the clustering methods are 

generally utilized for RS recommendation. In 

other words, in this kind of recommendation, the 

items are determined by evaluating the ratings of 

the other users on the items. Collaborative 

filtering is extensively used in RS, and is the most 

effective recommendation method that has 

become a favorite topic among the researchers. In 

the recommender systems, the researchers have 

several issues and challenges that affect the 

performance of their algorithms. Challenges in 

this field include data sparsity, scalability, cold 

start, and vulnerability to cyber-attacks. Since the 

number of items and user preferences are very 

large and unstructured, mostly the overlap 

between the users is none or very small.  High 

sparsity is a big challenge that effects the quality 

of predictions and performance of the 

recommender algorithm since the confidence of 

predicted ratings is based on a rather small 

amount of evidence [3, 8-12]. The majority of the 

present methods for collaborative filtering 

algorithms are not able to handle very large 

datasets [13].  

Many clustering algorithms have been utilized in 

collaborative filtering but recently, using deep 

learning algorithms has become popular, and one 

of its new methods is the use of Extreme Learning 

Machine (ELM) methods for clustering. For the 

first time, in this work, a combination of the ELM 

and the Restricted Boltzmann Machine (RBM) for 

clustering in the recommender systems is 

discussed. The ELM-based clustering algorithm 

has been utilized to overcome the data sparsity 

problem and increase the efficiency of the 

recommender systems based on precision, 

accuracy, F-measure, and recall. Also RBM is 

utilized to find the input weights and biases of 

ELM.  

In other words, at first, they train RBM by 

utilizing the processed data and then give the 

trained weights and biases to ELM to perform the 

clustering operation. Indeed, in this research 

work, clustering is performed by ELM but RBM 

is utilized for the purpose of improving the ELM 

performance. Also this work employs the ELM 

for two approaches: clustering of the training data 

and determining the clusters of the test data. In the 

following, each one of these approaches is 

discussed separately. 

The rest of this paper is set out as what follows. In 

Section 2, a brief review of the former research 

works on RS, RBM, and ELM is provided. 

Section 3 presents the new suggested method of 

this work. 

Section 4 clarifies the experimental data and 

methods. Lastly, conclusions are outlined in 

Section 5. 

 

2. Literature Review 

In 1993, David Goldberg et al. [14] began their 

studies on the recommender systems, focusing 

explicitly on the rating structures to present the 

first recommender system. Thus far, numerous 

methods were recommended to increment the 

predicted rating accuracy. Among all these 

approaches, the collaborative filtering techniques 

have attracted much interest from the researchers 

due to their simplicity, and regarded as the most 

popular method within the recommender system 

[3].  

The collaborative filtering (CF) approaches have 

two categories: model-based CF and memory-

based CF. Recommendations are provided by the 

memory-based type in terms of the similarities 

between the items or users, and predict the active 

user by employing the all user-item database. The 

main idea of this category is that all the users are 

likely to buy the items that are the same as the 

ones previously bought. However, the model-

based type uses the user-item database to generate 

a model off-line, and works on the decreased data, 

thus helping to overcome the sparsity and 

scalability problems. The main difference between 

the memory-based approach and the model-based 

techniques is that we are not learning any 

parameters using gradient descent or any other 

optimization algorithm. The nearest items or users 

are calculated using Pearson correlation 

coefficients or cosine similarity, which are only 

based on the mathematics operations. As with all 

the existing methods, collaborative filtering has 

several challenges including data sparsity and 

scalability. The clustering methods are generally 

used in the collaborative filtering methods, and 

can be employed for group users into different 

clusters to overcome the data sparsity issue [5,8-

17].  

Bardrul Sarwar et al. [11] have developed 

machine learning techniques to solve the 

challenges of collaborative filtering for the first-

time including the clustering methods, Bayesian 

network, and rule-based machine learning. This 

study was the first to find the similarities in the 
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recommender systems using the Pearson 

correlation coefficient and cosine similarity.  

In 2007, using the recommender systems in 

groups was discussed [18] by Barry Smyth and 

Anthony Jameson in order to address the 

confusion of data in group recommendation, 

attempting to recommend one item to several 

users rather than recommending one item to only 

one user.  

Koohi and Kiani [12] have improved the data 

sparsity problem using the fuzzy clustering 

algorithm and also have used the Pearson 

correlation coefficients and average methods to 

find the similarity among the users. Also in [19], 

these researchers have presented a new technique 

to discover the neighbor users improving the 

performance of collaborative filtering.  

Meanwhile, many researchers have tried to use 

heuristic algorithms in order to improve the 

clustering performance. Katarya [20] has 

attempted to find the best user recommendation in 

the recommender systems using the bee colony 

algorithm, solving the data sparsity problem for 

the first time. Also Singh and Solanki [21] have 

presented a study that focus on the film 

recommender system utilizing the K-means 

clustering algorithm and the modified cuckoo 

search algorithm (MCS).  

The K-means algorithm is a broadly utilized 

algorithm for clustering owing to its simple 

nature, ability to handle numerous data and low 

implementation time. However, it falls into local 

optimum due to its randomly generated initial 

centroids. The algorithm could obtain a global 

optimal solution in case integrating with the 

algorithm that was inspired by nature. 

Currently, using deep learning methods to 

enhance the quality of recommendations has also 

become increasingly common. In [22], Verma et 

al. have presented a study in which collaborative 

filtering with label consistent Restricted 

Boltzmann Machine (RBM) has been used.  

Behera et al. [3] have presented a study in which 

RBM and fuzzy C-means are used for 

collaborative filtering. One of the emerging 

approaches to clustering is the use of extreme 

learning machines. In [23], for the first time, He et 

al. suggested a clustering method with the 

extreme learning machine, called unsupervised 

Elm (US-ELM). [24] proposed a method to extend 

ELM to cluster via Extreme Learning Machine 

Auto Encoder (ELM-AE).   

 

2.1. User-based collaborative filtering 
The collaborative filtering algorithms are classic 

personalized recommendation algorithms that are 

extensively utilized in numerous commercial 

recommender systems. The collaborative filtering 

algorithm is based on the precept that since the 

interests and preferences of the people are stable, 

so if people have similar interests and preferences; 

their choices are predictable according to their 

past preferences. In the user-based CF, the focus 

is on finding the similarities between the users. 

This is an automatic prediction method for the 

user preferences performed by collecting the 

user's information. This method is in the memory-

based category and acts on an n × m user-item 

matrix. In CF, the first step is to attain the user's 

history profile indicated as a rating matrix with 

each entry for an item given by a user’s rating of 

the item. A user-item matrix includes a table each 

row represents a user of it, a movie is represented 

by each column, and the number at the 

intersection of a row and the user’s rating value 

represented by a column. If the user has not yet 

rated the item, the rating score at this intersection 

is empty or zero. An instance of a user-item 

matrix can be seen in Table 1. In the second stage, 

the association between the users is calculated and 

the closest neighbors are found. Currently, many 

noteworthy similarity measurement methods exist 

in the field. However, the Pearson correlation 

coefficient is extensively utilized and served as a 

standard for collaborative filtering since the 

experimental analyses indicate that the Pearson 

correlation coefficient performs well for the user-

based collaborative filtering in RS, in contrast 

with other measures of comparing users. Using 

the following equation, the Pearson relationship 

between the users a and b is measured [8-10, 12, 

19, 25-27]. 

Table 1. An example of user-item matrix. 

 Movie1 Movie2 … Movie m 

User 1 5 0 … 4 

User 2 0 2 … 5 
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(1) 

 

In the above equation,   provides the set of items, 

      represents the rate of user   on item  , and 

  ̅  shows the average rating of user  .   

The clustering algorithms aim to group the same 

users into some clusters. Besides the users in the 
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same cluster that the related target user is chosen 

as the neighboring users. The clustering 

algorithms have shown that they performs better 

than similarity measures to find their similar 

target users. However, the Pearson similarity is 

generally being used to define the neighboring 

users; it is also utilized for the rate prediction 

process. In the final step, the ratings are calculated 

for each item. The weighted average of the ratings 

by the neighbors is used in computing the ratings. 

The following equation is used to predict the 

rating of the user a for item p [8, 10, 12, 27, 28]. 

 
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(2) 

In this equation,  ̅  is the average rating of the user 

 . Maximizing the average satisfaction is another 

well-known rate prediction method for calculating 

the mean of all ratings of item   from the    

neighbor users. This equation is as follows [12, 

18]: 

 
1

1
,

n

ip

i

pred a p r
n 

   
 

(3) 

 

2.2. Restricted Boltzmann machine 

The Restricted Boltzmann Machine (RBM) is a 

generative stochastic neural network introduced 

by Hinton et al. in 1986 and proposing for the 

binary input data. This network includes two 

layers, a layer of hidden units ( ) with no 

connections in the same layer and a layer of 

visible units ( ). The visible layer and hidden 

layer have a symmetric connectivity  ,   and   

are the bias of each respective layer. RBM has 

unsupervised learning and over the training phase, 

it learns the distribution of the likelihood over the 

input data. Originally, there are two phases for 

training RBM: (1) forward pass and (2) 

reconstruction or backward pass.  Figure 1 shows 

the architecture of an RBM [3,24,29]. 

V1

D2 Dy...

...

W

V2 V3 Vx

a2

D1

a1 a3 ax

c2c1 cy

 
Figure 1. RBM with x visible nodes and y hidden nodes 

[25]. 

Suppose that there is   movie,   users and 

integer rating values between 1 to  . If the same 

movies are rated by all users, each user can be 

considered as a single training case for RBM 

where SoftMax visible units are proportionally 

connected to a set of binary hidden units. 

However, for mostly missed ratings, a single 

RBM should be used for each user. In this case, an 

RBM only includes visible SoftMax units for the 

movies rated by that user but every RBM has the 

same number of hidden units. Thus, the final 

RBM includes few connections to movies rated by 

that user. Finally, all weights and biases are tied 

together. Although a single training case is used 

for each RBM, when multiple users have rated 

similar movies, their corresponding RBMs should 

use the same weights and biases. Figure 2 shows 

the Restricted Boltzmann Machine with SoftMax 

visible units and binary concealed units [13]. 
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Figure 2. A Restricted Boltzmann machine with binary 

hidden units and SoftMax visible units [13]. 

 

2.3. Extreme Learning Machine 

In order to deal with the single-hidden layer 

feedforward neural network (SLFN) architecture, 

the extreme learning machine approach was 

developed. The main feature of the extreme 

learning machine is that despite the normal 

comprehending the learning, the hidden layers of 

SLFNs should not be tuned. The architecture of 

SLFN is visible in Figure 3, where   and    
respectively are the input data and output layer 

array,   represents the input layer’s weights 

matrix,   shows the weights matrix of the hidden 

layer, and c represents the bias array of the input 

layer. Normally, within the ELM algorithm, the 

weight matrix is the uniform distribution in the 

interval [-1, 1] initializing randomly by sampling 

all the weight values from a continuous 

distribution, and during the learning phase, it does 

not change. If the input weights of ELM are 

randomly generated, there will inevitably be a set 
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of biases and abnormal (nonoptimal) input 

weights that affect the behavior of the extreme 

learning machine. Different algorithms can be 

used in order to determine the input weights and 

biases such as the restricted Boltzmann machine, 

fuzzy C-means, K-means. [29-32] 

...
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CyC1 C2

Z1 Zs

n1 n2 ny

X1 X2 X3 Xx
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Figure 3. Architecture of a SLFN. 

3. Research Methodology 

This work aims to offer a combination of extreme 

learning machines and restricted Boltzmann 

machines for collaborative filtering in the 

recommender systems. The research work is 

overviewed in this section on the proposed 

method diagram (Figure 4). 
 

Data 

Preprocessing

80% Train

20% Test

Computing ELM 

input weights and 

biases by RBM 

Recommendation

Estimating Rating Value

Data Clustering 

with ELM

... Cluster nCluster 2

Neighbor Finding

Cluster 1

Rating Matrix

 
Figure 4. Experimented model. 

 

In the first step, the dataset was divided into sub-

sets using the five-fold cross-validation technique, 

and in each iteration, 80% of the dataset was 

employed as the training data and the remaining 

20% to test the recommendation prediction. Thus 

there is one testing and four training subsets in 

each iteration, none of which overlap with each 

other. Finally, there are five different results based 

on the five different testing subsets, and we used 

the average of these results [12,17]. 

The main idea of this work is to substitute the bias 

and ELM input weights by the trained weights and 

biases using RBM. The approach presented in this 

research work has two parts. First, the ELM biases 

and input weights are computed by the RBM 

training, and then the trained biases and input 

weights are used for clustering with ELM training. 

Because when the ELM weights are assigned 

randomly; there is, unavoidably, a group of 

nonoptimal hidden biases values and input 

weights probably affecting the performance [30].  

In other words, clustering is performed by ELM 

and, then RBM is used to improve the ELM 

performance. Also in the second part of this work, 

ELM is used to determine the clusters of the test 

data. 

In order to better clarify, the discussions of this 

work are classified into two parts: 

1. Clustering of training data with ELM and 

determine the distance of test data from cluster 

centers by Euclidean distance function. (RE-

Euclidean). 

2. Clustering of training data and determine 

the clusters of the test data with ELM. (RE-ELM). 

The similarity of these methods is the clustering 

of training data with extreme learning machine 

and their difference is in how they determine the 

clusters of the test data.  

Also we employed RBM with binary hidden units 

for generating the biases and input weights for 

ELM. Thus the RBM input data should be a 

binary vector.  

For a better understanding, suppose that a 

particular user rated   movies.   is the scale of 

ratings. For example, in MovieLens dataset   is 

equal to five since the ratings in this dataset are on 

a scale of 1 (bad film) to 5 (masterpiece). Let   be 

a   ×   perceived binary indicator matrix with 

  
 =1 when the movie   is rated by the user as   

and 0 otherwise. The architecture of restricted 

Boltzmann machine with binary hidden units and 

SoftMax visible units can be seen in Figure 2 [13]. 

For applying RBMs into movie ratings, the first 

problem is the missing ratings and how to deal 

efficiently with them. If all of the users rated the 

same movie, each user can be considered as a 

single training case for RBM. Suppose that there 

are   users and   movie. Thus we had   

SoftMax visible units that were symmetrically 

connected to the set of binary hidden units. 

However, when most of the ratings are missing, a 

different RBM should be considered for each user. 

Thus in this research work, RBMs have the same 

number of hidden units but their visible units have 

a different number, which depends on the number 

of each user ratings. For example, if a particular 

user rated few movies, its corresponding RBM 

had few connections [13, 35].  

Initially, the weight matrix was generated 

randomly with the number of rows equal to the 

number of films and the number of columns 
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equals to the number of hidden layer neurons. In 

this word, the number of hidden layer neurons is 

500, and the learning rate is 0.01.  

A sub-weights matrix was considered for each 

training user that depends on their ratings. The 

weights matrix is shared between all the users and 

updated after training each user (Figure 5). If the 

user has not watched a certain movie, it does not 

contribute to the update of the weight matrix [35]. 

Sub-weights

Training

Global weight 

update

0.08

0.33

0.17

0.99

0.68

0.3

0.22

0.7

0.88

0.93

0.5

0.02

Hidden units

Weights

0.9 0.23 0.6 0.01 0.854 0.35

0.05 0.7 0.089 0.02 0.3 0.1

0.08

0.33

0.17 0.68 0.22 0.88 0.5

0.99 0.3 0.7 0.93 0.02

0.567 0.897 0.2 0.35 0.67 0.89

0.97 0.24 0.38 0.07 0.71 0.53

 

Figure 5. Design of sub-weights for each user. 

After finding the clusters, the neighbor users 

should be found. For determined neighborhood 

and similarity measures between two users, two 

well-known approaches have been used; 

maximizing average satisfaction and Pearson 

correlation coefficient [12]. Finally, the proposed 

approach predicts the ratings for similar items and 

the top-K items are selected for recommendation. 

 

4. Experimental Evaluation 

4.1. Dataset 

In this work, the MovieLens dataset was used to 

test the proposed approach. This dataset is a 

popular dataset considered for evaluating the 

recommender algorithms in the related articles 

and [28] compiled by the lens research group at 

the University of Minnesota. The MovieLens 

dataset includes 100,000 ratings on a scale of 

1(bad film) to 5(masterpiece) of 1,682 movies by 

943 users for at least 20 items rated by every user. 

In this dataset only 6.3% of ratings are accessible. 

Hence, it is so sparse [12].  

In this work, the MovieLense dataset was used in 

a user-item matrix format. First, the user 

information and their ratings were merged, and 

then 80% of it was utilized as the training data and 

20% of it was employed as the test data. 

 

4.2. Evaluation metrics 
In this work, the recommendation accuracy, 

precision, recall, and F-measure were utilized to 

evaluate the results of the experimented methods. 

In each experiment, the output of the system is a 

list of items for the particular user with their 

corresponding predicted ratings. A confusion 

matrix can measure them. The confusion matrix is 

observed in Table 2. The Equations 4, 5, 6, and 7 

are for using evaluation metrics, where TP 

represents the true positive, TN is the true 

negative, FN and FP are the false negative and 

false positive [3, 12]. 
 

TP
Precision

TP FP



 

 
  (4) 

TP TN
Accuracy

TP TN FP FN




  
 

 
 (5) 

TP
Recall

TP FN



 

 
(6) 

 

2 Recall Precision
F measure

Recall Precision

 
 


 

 
(7) 

Table 2. Confusion Matrix. 

  
Reality 

 

 
Recommended 

 

 
Not recommended 

 

 
Test 

Out-

Come 

 

 

Relevant 
 

 

TP 

 

FN 

 

Irrelevant 
 

 

FP 

 

TN 

 

4.3. Results 

In this work, three different clustering methods 

were used for comparing the performance of the 

proposed method, which included K-means, fuzzy 

C-means, and SOM. Also the average and Pearson 

similarity-based algorithms were used for 

prediction.  

The K-means clustering method is an 

unsupervised learning algorithm, and aims to 

partition the unlabeled data into k clusters based 

on similarity in a way that the similar data is in 

the same cluster. K defines the number of clusters 

that require to be created in the process.  

Also other data in the different clusters are farther 

apart. The process flow of K-means is enumerated 

below: 

1. Partition objects into k nonempty subsets 

2. Compute seed points as the centroids of the 

clusters of the current partitioning  

3. Assign each object to the cluster with the 

nearest seed point   

4. Go back to Step 2 (stop when the assignment 

does not change) [40] 

Table 3 represents the results of the evaluation of 

K-means clustering algorithm with the number of 
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various clusters in the MovieLens dataset, in 

which the best and optimal results are highlighted 

in bold type.  

According to Table 3, it is observed that by 

increasing the number of clusters, rates of 

accuracy, recall and F-measure decrease in both 

the average and Pearson similarity-based methods. 

The results obtained show that the evaluation 

metrics have higher rates when the number of 

clusters is three. The highest accuracy was 

obtained using the Pearson similarity-based and 

number of three clusters with a value of 78.27.  

Also the highest rates of F-measure and recall 

belong to the same number of clusters but using 

the average method in which it equals to 66.72 

and 64.75, respectively. However, the highest rate 

of precision belongs to the average method when 

the number of clusters is five, in which it equals 

69.29.  

Table 3. Results of K-means clustering algorithm. 
 
 

Cluster 

number 

 
 

Evaluation 

metrics 

 
Prediction type 

 

Average 

 

Pearson similarity-

based 

 

3 

 

Precision 68.82 27.26 

Accuracy 64.41 78.27 

Recall 64.75 1.45 

F-measure 66.72 2.79 

 
5 

 

Precision 69.29 27.24 

Accuracy 63.78 77.62 

Recall 61.56 1.38 

F-measure 65.19 2.67 

 
7 

 

Precision 69.27 26.98 

Accuracy 63.25 77.26 

Recall 59.89 1.34 

F-measure 62.24 2.59 
 

In K-means clustering algorithm, although the 

Pearson similarity-based technique has a higher 

accuracy rate than the average method, the 

precision, recall and F-measure in the average 

method are higher than the Pearson similarity-

based method. 

Fuzzy c-means is a technique of clustering that 

allows any piece of the dataset to belong to more 

than one cluster. The FCM method assigns 

membership to each data corresponding to each 

cluster center based on distance between the 

cluster center and the data. When the data is near 

the cluster center, its membership towards the 

particular cluster center is more. The fuzzy C-

means algorithm is implemented in four steps: 

1. Suppose that the number of clusters is k. 

2. Randomly initialize the clusters. 

3. Compute the probability that each data is a 

member of a particular cluster k. 

4. Re-calculate the centroid of the cluster as the 

weighted centroid given the probabilities of 

the membership of all data. 

5. Iterations continue until convergence or until 

a user-specified number of iterations has been 

reached [3,12, 29-32]. 

Table 4 shows the results of the evaluation of the 

fuzzy C-mean clustering algorithm with the 

number of different clusters in the MovieLens 

dataset, in which the best and optimal results are 

highlighted in bold. 

According to Table 4, it can be seen that with an 

increasing number of clusters, the rates of 

accuracy and precision in both average the and 

Pearson similarity-based methods are decreasing, 

and the rates of recall and F-measure increase. 

The results obtained indicate that the highest rate 

of precision obtained using the average method, 

when number of clusters is three, equals 69.12.  

Also the highest accuracy rate belongs to the same 

number of clusters but by using Pearson 

similarity-based method equals 80.27.  

The highest rates of recall and F-measure belong 

to the number of clusters equal to seven using the 

average method that respectively, equals 66.92 

and 67.81. 

Table 4. Results of fuzzy C-mean clustering algorithm. 
 
 

Cluster 

number 

 
 

Evaluation 

metrics 

 
Prediction type 

 

Average 
 

Pearson similarity-
based 

 

3 

 

Precision 69.12 33.19 

Accuracy 64.82 80.27 

Recall 65.36 4.07 

F-measure 67.20 7.28 

 
5 

 

Precision 68.96 32.70 

Accuracy 64.67 79.89 

Recall 66.07 4.03 

F-measure 67.48 7.21 

 

7 

 

Precision 68.73 32.30 

Accuracy 64.60 79.30 

Recall 66.92 4.30 

F-measure 67.81 7.62 
 

In the fuzzy C-mean clustering algorithm, 

although Pearson similarity-based method has a 

higher accuracy rate than the average method, the 

rates of precision, recall, and F-measure in 

average method are higher than the Pearson 

similarity-based method.  

Table 5 represents the results of the evaluation of 

an SOM neural network with a number of 

different clusters in the MovieLens dataset, in 

which the best and optimal results are highlighted 

in bold type. 
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According to Table 5, with increasing number of 

clusters, rates of accuracy and precision in both 

the average and Pearson similarity-based methods 

decreases, and the rates of recall and F-measure 

increase.  

The results obtained indicate that the highest rate 

of accuracy obtained using the Pearson similarity-

based method and when the number of clusters is 

3 * 2 equals 71.08. The highest precision rate is 

obtained using the average method when the 

number of clusters is 4 * 2.  

Also the highest rates of recall and F-measure 

belong to the number of clusters equal to 4 * 4 

using the average method, which equals 53.21 and 

58.10, respectively. 

 
Table 5. Results of SOM neural network. 

 
 

Cluster 

number 

 
 

Evaluation 

metrics 
 

 
Prediction type 

 

Average Pearson similarity-
based 

 

3*2 

Precision 67.08 33.09 

Accuracy 63.07 71.08 

Recall 51.27 2.07 

F-measure 58.12 3.94 

 
4*2 

Precision 67.14 32.91 

Accuracy 63.04 70.50 

Recall 51.12 1.87 

F-measure 58.05 3.60 

 

3*3 

Precision 64.91 30.58 

Accuracy 62.71 69.70 

Recall 52.14 2.09 

F-measure 57.83 3.95 

 
3*4 

Precision 64.27 30.25 

Accuracy 62.08 69.20 

Recall 52.83 2.60 

F-measure 58.00 4.82 

 

4*4 

Precision 63.97 29.89 

Accuracy 61.93 69.02 

Recall 53.21 2.76 

F-measure 58.10 5.09 

 

In a SOM neural network, although the Pearson 

similarity-based method has a higher accuracy 

rate than the average method, the rates of 

precision, F-measure and recall in the average 

method are higher than with the Pearson 

similarity-based method.  

As mentioned earlier, this work employs ELM for 

two proposed approaches. Table 6 indicates the 

results of the clustering of training data with 

ELM, and determines the distance of test data 

from cluster centers by Euclidean distance 

function and RE-Euclidean, in which the best and 

optimal results are highlighted in bold. The results 

of evaluation of the proposed approach with the 

RE-Euclidean method show that the highest 

precision rate is obtained using the Pearson 

similarity-based with a value of 66.95.  

Also the highest rates of accuracy and F-measure 

belong to the Pearson similarity-based method, 

which equals 80.04 and 63.06, respectively. The 

highest recall rate of 62.47 belongs to the average 

method. In general, although the average method 

has a higher recall rate compared to the Pearson 

Similarity-based, rates of accuracy, precision, and 

F-measure in Pearson similarity-based method are 

higher than in the average method. 

Table 6. Results of RE-Euclidean method. 
 

Evaluation 

metrics 

 

 
Prediction type 

 

Average Pearson similarity-

based  

 

Precision 35.45 66.95 

Accuracy 76.46 80.04 

Recall 62.47 59.53 

F-measure 45.23 63.06 

 

Table 7 shows the results of clustering of the 

training data, and determine the clusters of test 

data with ELM, RE-ELM, in which the best and 

optimal results are highlighted in bold.  

The results of evaluation of the proposed 

approach with the RE-ELM method indicate a 

higher rate of all evaluation metrics while using 

the average method results in the rates of 

precision, accuracy, recall, and F-measure coming 

to 80.49, 83.20, 67.84, and 73.62, respectively. 

Table 7. Results of RE-ELM method. 
 

Evaluation 

metrics 
 

 
Prediction type 

 

Average Pearson similarity-
based  

 

Precision 80.49 72.16 

Accuracy 83.20 80.12 

Recall 67.84 59.95 

F-measure 73.62 65.49 

 

By comparing the evaluation results, the RE-ELM 

with average method not only performs better 

than the Pearson similarity-based method but also 

has better performance and the results than the 

RE- Euclidean method. In the following, the 

evaluation results of methods used in this work 

are illustrated in the form of charts. 
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Figure 5. Comparison of precision obtained in each 

algorithm. 

Based on Figure 5, it can be said that the highest 

precision rate is obtained using the RE-ELM 

method with a value of 80.49. Also the lowest 

precision rate belongs to RE-Euclidean method 

with a value of 66.95. 

 

 
Figure 6. Comparison of accuracy obtained in each 

algorithm. 

According to Figure 6, the highest rate of 

accuracy is obtained using the RE-ELM method 

with a value of 83.20. The lowest accuracy rate 

belongs to the SOM method with a value of 71.08. 

Also the ELM-Euclidean method has a lower 

accuracy rate compared to the fuzzy c-means 

method. 

 

 
Figure 7. Comparison of recall obtained in each 

algorithm. 

According to Figure 7, the highest rate of recall is 

obtained using the RE-ELM method with a value 

of 67.84. The lowest recall rate belongs to SOM 

method with a value of 53.21.  

Also the ELM-Euclidean method has a lower 

recall rate compared to the K-means and fuzzy c-

means methods. 

 

 
Figure 8. Comparison of F-measure obtained in each 

algorithm. 

According to Figure 8, the highest rate of F-

measure is obtained using the RE-ELM method 

with a value of 73.62. The lowest F-measure rate 

belongs to the SOM method with a value of 58.1. 

Also the ELM-Euclidean method has a lower F-

measure rate compared to the K-means and fuzzy 

c-means methods. Based on the results and 

comparisons, it can be clearly said that the 

proposed approach with the RE-ELM method 

performs better than the other methods used in 

this work and can not only overcome the problem 

of data sparsity but it can also achieve a higher-

performance in the recommender systems. 

 

6. Conclusion 
The recommender systems are one of the newest 

topics in the field of artificial intelligence, with 

data sparsity being the major challenge of these 

systems. The clustering methods are used as one 

of the best available high-performance methods to 

solve the data sparsity challenge. Recently, most 

e-commerce companies have used deep learning 

to improve the quality of their recommendations. 

Also the extreme learning machine algorithms are 

one of the newest methods in clustering that are 

studied with regard to machine learning. For the 

first time, in this work, a combination of the 

extreme learning machine and the restricted 

Boltzmann machine for clustering in the 

recommender systems was discussed.  

The main idea of this work was to substitute the 

bias and ELM input weights by the trained 

weights and biases using RBM. First, the ELM 

biases and input weights were computed by the 

RBM training. Then the trained biases and input 

weights were used for clustering with ELM 

training. Also ELM was used to determine the 

clusters of the test data. The results of the 

proposed method evaluated in two prediction 

methods by employing the average and Pearson 

correlation coefficient in the MovieLens dataset. 

Also three different clustering methods were used 

to compare the performance of the proposed 

method, which included K-means, fuzzy C-means, 
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and SOM. According to the results obtained, it 

can be clearly said that the proposed approach 

with the RE-ELM method performs better than 

the other methods used in this work, and can not 

only overcome the problem of data sparsity but it 

can also achieve higher-performance in the 

recommender systems. 
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 یافراط یریادگیو  قیعم یریادگی قیبا استفاده از تلف گرهیتوص یهاستمیس ییکارآ شیافزا

 

 جواد موسوی و *حمیدرضا کوهی، زهرا نظری

 آمل، ایران.کده فنی و مهندسی، دانشگاه شمال،دانش
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 چکیده:

پ ووه  ه ا   نی در ا اس ت.مت ااول شاه اریبس  گرهیتوص یهاستمیآن، استفاده از سوابسته به  یهایو تکنولوژ نترنتیگسترش ا باحاضر،  یایدر دن

براس ا   گرهیتوص  یهاس تمیس ییک ارا  یها و افزاداده یجهت حل چال  خلوت قیعم یریادگی بریمبتن یبناخوشه نینو یهاروش یریبکارگ یاصل

 نیتوس   ماش  یافراط  یریادگی  نیماش  تمیالگ ور نیپووه  نقاط آغ از نیا یشنهادیدر مال پ ا  است.-ا یو مق یبازخوان ،صحت، دقت یارهایمع

 یه اداده یبناخوش ه ن ایدو ها  انجام فرآ یبرا یافراط یریادگی نیاز ماش ن،یهمچن. شودیانجام م یبناو سپس عمل خوشه ایبولتزمن محاود تول

و  نیانگی م یه اب ا اس تفاده از روش ین یب یدر دو حال ت پ زی ن یشنهادیپ روش جیاست. نتاآزمون استفاده شاه یهاداده یهاخوشه نییآموزش و تع

 یک رد ک ه الگ و انی ص راحتا ب ت وانیباس ت آم اه، م  جیبه نت ابا توجه  قرار گرفت. یبررسمورد  لنزیداده موودر مجموعه رسونیپ یهمبستگ بیضر

نت ایج  .اب ایدس ت  گرهیتوص  یهاس تمیدر س یبال اتر ییبه ک ارا توانایها شاه، بلکه مداده یبر چال  خلوتتنها موجب غلبهپووه ، نه نیا یشنهادیپ

ا  است که این مق ادیر -و معیار یبازخوانکه رویکرد پیشنهادی این پووه  دارای نرخ بالاتری در معیارهای ارزیابی دقت، صحت،  دهناارزیابی نشان می

 باشنا.  می 18/68و  20/16، 84/28، 00/24به ترتیب برابر 

 بنای.های خوشه، خلوتی داده، روشگر، ماشین یادگیری افراطی، ماشین بولتزمن محاودهای توصیهسیستم :کلمات کلیدی

 


