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In recent years, the occurrence of various pandemics (COVID-19, 

SARS, etc.) and their widespread impacts on human life have led 

researchers to focus on their pathology and epidemiology components. 

One of the most significant inconveniences of these epidemics is the 

human mortality rate, which has had highly social adverse effects. This 

work, in addition to the major attributes that affect the COVID-19 

mortality rate (health factors, people-health status, and climate) and the 

social and economic components of the social studies. These 

components have been extracted from the countries’ human 

development index (HDI), and the effect of the level of social 

development on the mortality rate has been investigated using 

ensemble data mining methods. The results obtained indicate that the 

level of community education has the highest effect on the disease 

mortality rate. In a way, the extent of its effect is much higher than the 

environmental factors such as the air temperature and regional health 

factors, and the community welfare. The impact of this factor is 

probably due to "the ability of knowledge-based societies on managing 

the crises", "their attention to health advisories", "a lower involvement 

of rumors", and consequently, "a lower incidence of mental health 

problems". This work shows the impact of education on reducing the 

severity of the crisis in the communities and opens a new window in 

terms of the cultural and social factors in the interpretation of the 

medical data. Furthermore, according to the results and comparing 

different types of single and ensemble data mining methods, the 

application of ensemble data mining methods VOTE, etc.) in terms of 

classification accuracy and prediction error has the best result. 
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1. Introduction

Due to the prevalence of viral diseases in recent 

years, the social effects of epidemic mortality 

have become one of the most significant concerns 

of human societies. As the pandemic spreads 

globally, the efforts to support healthcare systems 

overwhelmed by the COVID-19 patients have 

become a public health priority. Despite these 

efforts, more than 1,900,000 lives have been lost 

from this virus at the time of writing [1]. The rate 

of new cases and deaths in the countries is very 

different, despite having similar policies such as 

social distancing. Some of this variation may 

relate to the social contextual factors and the 

adaptation of social recommendations to the 

culture of countries (e.g. physical distancing, 

washing hands frequently, wearing a facemask) 

[2, 3]. These cultural differences, along with 

social inequalities in access to health care, have 

made them more vulnerable [4]. But what factors 

can affect the mortality rate of this disease?  

According to the previous studies, various factors 

can influence coronavirus disease mortality. Some 
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researchers have focused on the personal factors 

such as physical condition, age, and underlying 

disease [5-7], mental and personality traits [8, 9], 

environmental and climatic conditions of the 

region [10, 11],  economic conditions, welfare, 

and the level of public health [7, 8, 12, 13] and 

type of culture and level of education [12]. Most 

research works in this area have focused more on 

the medical factors and climatic conditions, and 

have examined the effectiveness of one or more 

components individually. In none of them, the 

medical factors along with the environmental and 

social factors have been studied simultaneously to 

find the superiority of these factors in shaping the 

mortality rate. 

Accordingly, the variety of components identified 

in this issue is very wide and increasing. 

Therefore, identifying more effective 

component(s) and finding hidden patterns 

between them have special importance to be 

included in the process of reducing the mortality 

rate of this disease.  

The purpose of this work is to identify the 

causative factors, identify the factor(s) with the 

highest impact level, and the hidden pattern of 

factors in shaping the mortality rate of this disease 

in different countries by investigating the death 

rate in the last 11 months in all countries. The 

factors considered in this work are climate, level 

of welfare, and education. 

One of the most acceptable indicators in the 

social, medical, and wealth sdleif is the Human 

Development Index (HDI), which is calculated 

and reported every year for each country [14, 15]. 

Therefore, this indicator was used, and to achieve 

the research purpose, the data mining techniques 

were utilized, and the hidden pattern between the 

average mortality rate and the mentioned factors 

saf identified. The basic dataset is a joint 

between four datasets from different sources about 

the mortality rate in different countries that eaal 

been compiled since the beginning of the 

epidemic [1], the climatic characteristics of the 

countries [16], and eel  HDI of the countries
1
 [17]. 

This paper is divided into five sections. The 

current introduction section is followed by the 

literature review, which provides an analytical 

review of the research works conducted in the 

field of “factors related to coronavirus disease 

mortality rate” and categorizes the identified 

influencing factors. The third and fourth sections 

are the data mining process and results; in these 

                                                      

1 The human development index (HDI Index) of countries has 

been used to determine the level of welfare, education, and general 
hygiene of a society. 

sections, after describing the research 

methodology and explaining the dataset, the 

outcomes obtained from the data mining process 

are compared and discussed. Finally, in the last 

section, some of the extracted results and future 

works that come out of this data mining project 

are presented. 

2. Literature Review 
The first cases of COVID-19 were diagnosed in 

December 2019 in China as an acute respiratory 

syndrome caused by the coronavirus (SARS-CoV-

2). The disease was reported to the World Health 

Organization (WHO) on December 31, 2020, and 

di March 2020, the global epidemic was officially 

declared [13].  

With the prevalence of coronavirus disease and its 

widespread impact on various aspects of life, 

numerous studies have been conducted in this 

field. A number of these studies have examined 

the disease mortality rate and the factors affecting 

it. Upon a closer inspection, these factors can be 

classified into three groups: "individual", 

"environmental and climatic", and "economic, 

social, and cultural" factors. 

The first group of factors related to the 

coronavirus disease mortality rate; are those that 

are related to people individually such as physical 

features and health status (age, gender, lifestyle, 

and underlying medical problem), personality, and 

mental characteristics (trust and social 

dependence, depression), and genetic factors 

(race) .These types of factors are known to affect 

the mortality rate of many diseases  [18, 19]. 

The second group of factors is the environmental 

and climatic factors that have been identified as 

the air temperature and the amount of air pollution 

in the region. The third category is the 

characteristics of the studied community in terms 

of the living and economic status, health status, 

the amount of clinical care provided, level of 

education, and culture. The identified factors in 

each category can be seen in Figure 1. In the 

following, how to study each one of these factors 

is considered in different research works. 

In one study, Zaveri and Chouhan show the 

impacts of “the community’s age distribution” on 

mortality rate diversity in the European and 

South-East Asian countries by age structure, 

especially the percentage share of child and youth 

population. 
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Figure 1. Classification of effective factors on the coronavirus disease (COVID-19) mortality. 

They revealed that the COVID-19 mortality rates 

are substantially higher in highly developed 

European countries compared to the South-East 

Asian countries due to having a higher average 

age and lower child and youth population; 

therefore, age is an important factor in the disease 

mortality rate [5]. In this study, the composite Z 

scoring method has been used. In another study, 

which was conducted in Mexico, the factors such 

as the high population average age having 

underlying diseases (diabetes, obesity, 

immunosuppression, and chronic renal 

insufficiency) have been identified as the most 

important factors in increasing the risk of disease 

mortality by several classification methods[6].In 

these studies, only the physical individual criteria 

have been considered, and the other factors have 

not been analyzed. Both papers have limited their 

studies to one or more specific communities (the 

first study focused only on the fatality rate in 

Europe and South-East Asia, and the second study 

limited its investigation to Mexico). 

Harris et al. have investigated some ethical, 

neighboring, and welfare factors correlating with 

the COVID-19 deaths in London during the initial 

pandemic within the UK. This study shows that a 

higher COVID-19 mortality rate continues to be 

associated with Asian and Black ethnic groups, 

very large households, socio-economic 

disadvantage, and less from younger age groups. 

In other words,  wealth or deprivation, age, and 

ethnicity are the critical risk factors associated 

with higher mortality rates from COVID-19 [7]. 

This study, although has focused on the social and  

 

 

economic components, in addition to the physical 

individual components, most of its outcomes have 

been on the statistical analysis of the spatial 

patterns of the disease. The result of another study 

in the United States has revealed that socio-

economic factors have an important role in the 

coronavirus disease (COVID-19) prevalence and 

mortality. A lower education level, a higher 

proportion of black residents, poverty rates, and 

median income arl associated with the COVID-19 

mortality rates.  

The research methodology in this paper is 

Hierarchical linear mixed models [12]. Elgar and 

his coworkers noted that income inequality and 

social capital (group affiliations, civic 

responsibility, trust, and confidence in public 

institutions) had affected the COVID-19 deaths in 

84 countries. This study shows that the societies 

that are economically more unequal and 

underdeveloped in certain cultural and social 

dimensions have experienced more deaths so far 

during the COVID-19 pandemic. The results of 

this study show that societies with high social 

trust and group affiliation have higher mortality 

rates, and this may be due to the discrepancy 

between the behavioral style of these societies and 

the physical distance policies [8]. The last two 

papers have concentrated on the social and 

economic components but have limited their 

studies to one specific community too. 

In another study, by analyzing the Twitter social 

network data in three different time intervals, 

during the pandemic, a set of feelings and 

opinions about this disease in 6 categories were 

extracted, and a significant relationship between 

Factors affecting the mortality rate of 
coronavirus disease (COVID-19)  

Economic, social, 
and cultural factors 

Health and clinical 
care 

Economic situation 
and welfare of the 

society 

Level of education 

Environmental and 
climatic factors 

Regional air 
temperature and 

climate 

Air pollution 

Individual factors 

Physical health 

Lifestyle and 
physical health 

Age and gender 

Underlying medical 
problem 

Personality traits and 
mental health 

Trust and social 
dependence 

Depression 

Genetic factors 



Sareminia/ Journal of AI and Data Mining, Vol. 10, No. 3, 2022 
 

348 
 

the patients’ emotional characteristics and the 

mortality rates has been identified [9]. 

 

 

Table 1. Factors influencing Coronavirus disease mortality according to literature review.
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[5] Assessing the average age 

of the population at risk 

for COVID-19 fatalities 

Age European and 

South-East Asian 

countries 

Composite Z score 

technique        

[6] Develop a model to 

predict the necessary 
actions for COVID-19 

patients: hospitalizations, 

mortality, and need for an 
ICU or ventilator 

Age, 

immunosuppression
, chronic renal 

insufficiency, 

obesity, diabetes 

Mexico Datamining methods 

(logistic regression, 
support vector 

machines, random 

forests, and gradient-
boosted decision trees) 

       

[7] Exploring ethical, 

neighboring, and welfare 
factor correlates of 

COVID-19 deaths in 

London using a difference 
across spatial boundary 

method 

Age, wealth, 

deprivation, 
ethnicity 

United Kingdom Statistical analysis of 

spatial patterns 

       

[12] Socio-economic status and 
COVID-19–related cases 

and fatalities 

Lower education 
level, poverty, and a 

higher proportion of 

black residents.  

United States Hierarchical linear 
mixed models 

       

[8] Investigating the effect of 

social capital, trust, and 

income inequality on 
COVID-19 deaths in 84 

countries by time-series 

analysis 

Economic 

inequality, social 

trust 

All of the world Time-series analysis 

       

[9] Monitoring dynamics of 

emotions during COVID-
19 using social network 

(Twitter) data 

Patients’ emotional 

characteristics 

All of the world Natural language 

processing and social 
network analysis 

techniques 

       

[20] Exploring the efficiency 
of IoT (application, 

architecture, technology, 

and security) during the 
COVID-19 pandemic 

Internet of things in 
health care systems 

All of the world Qualitative methods 

       

[10] Factors associated with 

outbreak and mortality 
from COVID-19 in 

autonomous communities 

of Spain. 

Age, air 

temperature 

Spain Spearman correlation 

coefficient and multiple 
regression analysis        

[11] Exploring the relationship 

between development 

density and COVID-19 
morbidity and mortality 

rates: evidence from 1,165 

metropolitan counties in 
the United States 

Urban density United States- 

Metropolises 

Multi-level linear 

modeling 

       

[13] Investigating the impact  

of the local care 
environment and social 

characteristics on hospital 

mortality rate from 
COVID-19 in France 

Clinical care France 

 

Poisson regression 

       

 

Natural language processing and social network 

analysis techniques were applied in this research 

work and concentrated on the mental and 

emotional dynamics during the pandemics. In 

Spain, by examining the epidemiological, 

demographic, environmental, and health services 

variables of the region, some factors such as age 
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and air temperature have been identified as the 

most important factors influencing the COVID-19 

mortality rate by using the Spearman correlation 

coefficient and multiple regression analysis [10]. 

In a study conducted in France on the COVID-19 

patients, some factors such as social or wealth 

factors are ineffective to predict the patient 

mortality rate. However, the results of this study 

show that lower activity in the for-profit private 

sector, a higher capacity for primary intensive 

care, and a lower density of general practitioners 

lead to higher mortality [13]. In this research 

work, the Poisson regression was used and both of 

these research works were conducted in the 

European Countries. 

Hamidi and his coworkers noted the importance 

of urban congestion in metropolitan areas in the 

United States by using Multi-Level Linear 

Modeling (MLM). They proposed that large 

metropolitan areas were the most vulnerable to the 

pandemic outbreak, but dense counties had a 

significantly lower rate of COVID-19 mortality 

[11]. Finally, Azan et al. have considered the 

importance of using the Internet of Things in 

reducing the adversity of the disease and thus 

reducing the mortality rate of patients [20]. 

However, this concept is completely dependent on 

the economic situation of society. In this research 

work, unlike others, qualitative methods have 

been used. As shown, the factors that affect the 

mortality rate of this disease are high. A summary 

of these studies according to the presented 

classification of factors (Figure 1) can be seen in 

Table 1. According to the research literature, 

while the majority of research has focused on the 

medical and individual components, most studies 

have examined the effect of one or more 

components on the COVID mortality rate. The 

majority of the studies are limited to one or more 

geographical areas. No research work has been 

done to simultaneously examine the 

environmental criteria alongside the social, 

economic, and cultural attributes. Therefore, due 

to the unknown nature of the problem, which is 

likely to be repeated, the concurrent attention to 

different components and identifying the most 

effective ones can help the countries manage such 

crises. In addition, most studies use one or more 

statistical methods to obtain results; however, in 

this research work, using single and ensemble data 

mining models, while using the best model (with 

higher performance) in identifying the effective 

components, the performance of each model was 

also examined. 

3. Method 

The reference model used during the development 

of this work was a standard process for data 

mining, which is known as CRISP-DM. The 

CRISP-DM methodology provides a structured 

approach for planning a data mining project and is 

a six-phase hierarchical process, divided into the 

following steps: business (subject) understanding, 

data understanding, data preparation, modeling, 

and evaluation and deployment [21, 22]. The 

sequence of the phases is not strict, and moving 

back and forth between the phases is always 

required. 

The first phase focuses on understanding the 

subject and business requirements and 

transforming this knowledge into a data mining 

scenario and a rudimentary plan designed to 

achieve the objectives. The data understanding 

phase continues with the initial data collection. 

The first insight into data representation is 

obtained at this stage, and the data mining process 

is explained to extract the hidden knowledge. The 

data preparation phase covers all the activities 

required to clean and prepare the final dataset 

from the initial raw data according to any of the 

defined scenarios. In the modeling phase, various 

modeling techniques are applied, and their 

parameters are optimized. At the evaluation phase, 

a model (or models) was (were) built that appears 

to have a high performance from a data analysis 

perspective, and finally, depending on the 

project's purposes, the deployment phase can be 

implemented [23]. 

Figure 2 describes the methodology of this 

research work in detail and the application of all 

these steps in the context of this work.  

To analyze and explore the collected data and to 

induce the data mining models, the chosen data 

mining software was Rapid miner. According to 

the purpose of the research work, the data mining 

process is followed by two scenarios: the first 

scenario seeks to identify the most important 

components affecting the mortality rate, and the 

second scenario is designed to identify the best 

compatible model for predicting the fatality. The 

scenarios and applied models can be seen in 

Figure 3. 

In the first scenario, the label attribute (average 

mortality rate) is considered categorized, and the 

focus is on the samples that are in the lower 

quarter of the mortality rate. To achieve this goal, 

the average mortality rate was transformed from 

numerical to nominal by discretizing into four 

clusters, and consequently, this nominal attribute 

was converted into four binaries, and the lower 
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quarter of the mortality rate was determined as the label. 

Figure 2. Research methodology based on CRISP-DM. 

To analyze and explore the collected data and to 

induce the data mining models, the chosen data 

mining software was Rapid Miner. According to 

the purpose of the research work, the data mining 

process was followed by two scenarios: the first 

scenario was designed to identify the best 

compatible model for predicting fatality, and the 

second scenario seeks to identify the most 

important components affecting the mortality rate. 

In both scenarios, after data preparation, the 

compatible classification and prediction models 

(decision tree, Naïve Bayes, Random Forest (RF), 

K-nearest neighbor, naïve Bayes and 3-layer feed-

foreword neural network, Support Vector 

Machine (SVM), linear regression, VOTE, and 

forward selection have been utilized. The 

scenarios and applied models can be seen in 

Figure 3. 

In the first scenario, the label attribute (average 

mortality rate) is considered categorized, and the 

focus is on the samples that are in the lower 

quarter of the mortality rate. To achieve this goal, 

the average mortality rate was transformed from 

numerical to nominal by discretizing into four 

clusters, and consequently, this nominal attribute 

has been converted into four binaries, and the 

lower quarter of the mortality rate has been 

determined as the label. 
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Figure 3. Research data mining scenarios and expected outcomes.  

4.  Result 

4.1. Subject and data understanding 

The recent experiences with the Coronavirus 

disease (COVID-19) show that most people 

infected with this virus will experience a mild to 

moderate respiratory illness and recover without 

requiring special treatment but older people and 

those with underlying medical problems are at a 

higher risk of death [1]. This disease has shown 

dissimilar mortality rates in different parts of the 

world, and this issue has been considered by the 

scientific community as to what factors affect the 

mortality rate variety.  

By reviewing the research literature, various 

factors affect the mortality rate of this disease, 

which have been considered in some cases. This 

work addresses some of these factors with global 

indicators across the world, and the desired 

dataset is created by connecting the following 

datasets (Table 2). The first dataset was obtained 

from the World Health Organization website, 

which shows the latest news on the daily mortality 

rate of this disease in different countries. The next 

one is from the United Nations Development 

Programme, which publishes HDI by country 

each year. HDI is a cumulative measure of a 

country's prosperity in terms of various 

dimensions of human development. The main 

purpose of HDI is to express the importance of 

"human ability and skills" along with "economic 

growth" in the development and progress of a 

country. These indicators are in three dimensions: 

“a long and healthy life”, “being knowledgeable”, 

and “having an appropriate standard of living”. 

They have been calculated from the normalization 

of the geometric mean of these dimensions 

achieved. 

The “health dimension” is determined by life 

expectancy at birth, and the “education 

dimension” is assessed by the mean of years of 

schooling for adults aged 25 years and more and 

expected years of schooling for children of school 

entering age. The “standard of living dimension” 

is determined by the gross national income (GNI) 

per capita. As one can see in Figure 4, the score 
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calculation process for the three HDI dimensions 

is presented [17]. 
 

 

 

 

Table 2. Specifications and resources of the dataset used to set the research dataset. 
Dataset name Ref. Record Attributes 

Coronavirus disease (COVID-19) 
mortality rate in the last 11 months 

by day 

[1] After 
Aggregation 

(on month 

and 
country) 

214 

 Date 

 Country code 

 Case  

 Death 

 Mortality rate (11 attributes for any month) 

 WHO_region 

 New_cases 

 New_deaths 
HDI by countries [17] 196  Country 

 HDI rank 

 HDI 

 SDG3-Life expectancy at birth 

 SDG4.3-Expected years of schooling 

 SDG4.6-Mean years of schooling 

 SDG8.5-Gross national income (GNI) per capita 

 GNI per capita rank minus HDI rank 

Average temperature by countries 
(1991-2016)  

[16] 192  Country  

 Average yearly temperature (degrees Celsius) 

Countries’ Longitude and latitude  [24] 245  Country code 

 Country name 

 Longitude 

 latitude 

 

 

 
 

Figure 4- HDI factors [17]. 

The mentioned datasets were joined (right joint 

base on the first dataset) based on the “country 

name”, and finally, a dataset with 215 records and 

27 attributes has been created as follows (Table 

3). 

4.2. Data preparation 

Data preparation is the process of cleaning and 

transforming the gathered data before modeling 

and analysis. It is an important step before 

processing and often involves transforming data, 

(SDG3) 

(SDG4.3) (SDG4.6) 

(SDG8.5) 
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making corrections to data (remove noises and 

missing data), and combining datasets to 

enrich data. The dataset in this work is created 

from the joint of four datasets, and this issue has 

caused inconsistencies in the final dataset. 
 

Table 3. Dataset attributes. 
Row Attribute Type  Specification 

1 Country name Nominal Name of country in any dataset that is used as ID to join 4 datasets 

2 Average temperature Real The average temperature of any country (1991-2-16) 
3 ContinentExp Polynomial Continent name (Asia, Africa, Europe, America, Oceania) 

4 Latitude Integer Latitude and longitude of any country 

5 Longitude Integer 
6 MT January Real The average mortality rate of each country in January 

7 MT February Real The average mortality rate of each country in February 

8 MT March Real The average mortality rate of each country in March 
9 MT Q1 Real The average mortality rate of each country in Quarter 1 

10 MT April Real The average mortality rate of each country in April 

11 MT May Real The average mortality rate of each country in May 
12 MT June Real The average mortality rate of each country in June 

13 MT Q2 Real The average mortality rate of each country in Quarter 2 

14 MT July Real The average mortality rate of each country in July 
15 MT August Real The average mortality rate of each country in August 

16 MT September Real The average mortality rate of each country in September 

17 MT Q3 Real The average mortality rate of each country in Quarter 2 
18 MT October Real The average mortality rate of each country in October 

19 MT November Real The average mortality rate of each country in November 

20 MT Total Avg Real/ 
Polynomial/Bin

ary 

(Class attribute) 
The average mortality rate of each country in 11 month 

21 HDI rank Integer HDI rank for any country 

22 HD Real HDI (0-1) 

23 SDG3-Life expectancy at birth Real The number of years a newborn infant could expect to live if prevailing 
patterns of age-specific mortality rates at the time of birth stay the same 

throughout the infant’s life (years: 0,100) 

24 SDG4.3-Expected years of 
schooling 

Real Number of years of schooling that a child of school entrance age can expect 
to receive if prevailing patterns of age-specific enrolment rates persist 

throughout the child’s life (0,23) 

25 SDG4.6-Mean years of 

schooling 

Real The average number of years of education received by people ages 25 and 

older, converted from educational attainment levels using official durations 

of each level (0,15) 

26 SDG8.5-Gross national income 
(GNI) per capita 

Real Gross national income (GNI) per capita (0,111000) 

27 GNI per capita rank minus 

HDI rank 

Integer GNI per capita rank minus HDI rank (-100,100) 

 

The preparation data process has been done in 

Rapid miner, and is as follows: 

 Remove records with missing data in 

average temperature, latitude, and 

longitude attributes. 

 Normalize any regular and numeric 

attribute to more accurately investigate the 

effects of the attribute on the class (label) 

attribute. 

 Discretize the class (label) attribute by 

binning it into 4 categories and focusing 

on the first quartile (for some of the 

defined scenarios). 
 

4.3. Data Modeling 

Classification and prediction is a vastly used 

technique in health care [25-28]. Here, several 

classification and prediction models have been 

utilized to determine which attribute(s) have 

(have) the greatest impact on the coronavirus 

disease (COVID-19) mortality rate all over the 

world. Two scenarios are followed in this paper: 

Scenario I: As mentioned before, in this scenario, 

while data pre-processing, the label attribute 

(average mortality rate) sets in three data types. 

The numerical (a real value from zero to 17), 

nominal (a nominal value; Q1, Q2, Q3, and Q4 

according to the quartiles), and binary 

(Q1=Yes/No) attributes are defined. 

 Consequently, according to the label type, some 

consistent models have been applied and 

evaluated in predicting and classifying.  

Scenario II: In this Scenario, the forward 

selection operator is applied based on the 

compatible superior models (from the scenario I), 

which are identified in each type of label. The 

more effective components in achieving the lower 

quartile are identified in this scenario. 

 In both scenarios, after data preparation, the 

compatible classification and prediction models 

(decision tree, Naïve Bayes, Random Forest (RF), 

K-nearest neighbor, Naïve Bayes and 3-layer 

feed-foreword neural network, Support Vector 
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Machin (SVM), linear regression, VOTE, and 

forward selection have been utilized.  

According to the low number of records, the K-

fold cross-validation method by stratified 

sampling is used. Cross-validation is a sampling 

method used resampling to improve the machine 

learning models and to avoid overfitting and 

underfitting on a limited data sample. The 

procedure has a parameter (k) that refers to the 

number of sections that a given data sample is to 

be fraction into. In the following, while describing 

the applied models, the results are given 

separately. 

 

4.3.1. Decision tree 

The J48 Decision tree algorithm partitions the 

dataset based on the best attribute according to 

their gain ratio. At each iteration, the attribute 

with the maximum gain ratio is chosen as the 

splitting attribute. The decision tree classification 

models are easy to interpret and are known to 

have comparable performance to other 

classification models, especially in healthcare data 

mining [29-32]. Given that the data mining 

algorithms have parameters for calculations, 

choosing the optimal parameter according to the 

data is very important. Therefore, in this research 

work, the parameters of the selected algorithms 

have been optimized; the optimal criteria of the 

decision tree in this research work is “criterion: 

Accuracy and maximal depth: 44” which has 

provided the highest “accuracy: 82.19%”. The 

result of implementing this algorithm is depicted 

in Figure 5. The rule extracted from the decision 

tree indicates that the feature “SDG4.3-Expected 

years of schooling” has the most gained 

information in predicting the mortality rate, and 

after two layers of repetition of this attribute, the 

welfare of the country “SDG8.5-Gross national 

income (GNI) per capita” is important in 

determining the mortality rate. According to this 

rule and contrary to the results of the previous 

research works [10], the impact of temperature in 

increasing the mortality rate has not been 

strengthened in this rule.  

4.3.2. Random forest (RF) 
RF is a classifier with k (optimized parameter) 

separate decision trees. This model is also very 

considerable in the statistical research related to 

healthcare, and high accuracy has been reported 

for it [33, 34]34]. The result of this classifier is the 

same as the decision tree. In this research work, 

the optimal parameters are: “Number of trees: 18, 

Criterion: Accuracy and Maximal depth: 4”, 

which have provided the highest “accuracy: 

81.16%”. 

4.3.2. K-nearest neighbor (KNN) 

The KNN classification is a lazy learner by 

“memorizing” the training dataset. In the KNN 

models, a new tuple is classified by a majority 

vote of its k neighbors, and therefore, the tuple is 

assigned to the class most prevalent among its k 

nearest neighbors. This algorithm has been used 

alternately in the medical field data analysis [35-

37]. The KNN algorithm has been run using 

different values of the k parameter (in this study 

from k = 1 to k = 100), and the best results 

obtained in this research work when k = 12, with 

the highest “accuracy: 82.19%”. 

4.3.4. Naïve Bayes 

The naive Bayes classifier is lazy; it is a 

probabilistic model based on the Bayes theorem. 

In this classifier, the class value and the attributes 

assume independence and based on the 

probability, the class value of a new instance is 

predicted. The research work has shown that the 

naive Bayes classifiers have comparable 

performance to other classification algorithms 

such as decision trees and neural networks 

besides; they produce high-performance models 

and can deal with large datasets [34, 36, 38, 39]. 

The accuracy of this classifier in this paper is 

76.32%. 

4.3.4. Support vector machine (SVM) 

The SVM model is a supervised classification 

model based on machine learning and statistical 

dimensional theory. The important point in this 

algorithm is the optimal kernel selection to 

increase the model accuracy [40]. This model is 

also very considerable in statistical research 

related to healthcare and high accuracy is reported 

for it [41-43]. In this work, the algorithm was 

implemented with different kernels (Dot, Radial, 

Polynomial, Neural, and Anova), and finally, the 

best kernel (Radial) was selected. According to 

the result of this classifier, as shown in Figure 6, 

“SDG4.3-Expected years of schooling” has the 

highest weight in mortality rate prediction (weight 

= 20.577), and after that, “GNI per capita rank 

minus HDI rank” with a weight of 14.382 has the 

highest impact on this disease mortality.  
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Figure 5. Predicting mortality rate class based on decision tree algorithm. 

4.3.5. Linear regression 

A correlation coefficient can be used to measure 

the intensity of the relationship between the 

dependent variable (mortality rate) and the 

independent one (HDI index, temperature, 

latitude, longitude …). The closer the correlation 

coefficient is to 1 or -1, the stronger the intensity 

of the linear relationship between the independent 

and dependent variables. Of course, if the 

correlation coefficient is close to 1, the direction 

of change of both variables is the same, which is 

called direct relation, and if the correlation 

coefficient is close to -1, the direction of change 

of variables will be inverse to each other, and we 

call it the inverse relationship. This algorithm is 

also very considerable in the statistical research 

related to healthcare, and high accuracy has been 

reported for it [41, 44]. In this work, a linear 

regression algorithm with a T-Test has been used. 

For       , the p-values of the coefficients of 

the independent variables are shown in Table 4 

and Equation 1. 
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According to the obtained results, “SDG4.3 

(expected year of schooling)” has a 92% effect in 

the positive direction, and “SDG4.6 (mean years 

of schooling)” has an effect of 84% in the 

negative direction of the average mortality rate. 

The p-value = 1-2% also reinforces this issue. It 

means that a higher level of people’s education in 

a country will lead to lower mortality rates in this 

disease.  

4.3.6. 3-layer feed-forward neural network 

The multi-layer feed-forward artificial neural 

network is trained with stochastic gradient 

downturn using back-propagation. The network 

can contain a large number of hidden layers 

consisting of neurons with “Tanh”, “Rectifier”, 

“Maxout”, etc. activation functions. Based on the 

previous research, a 3-layer network has presented 

more accurate results [45-47]; in this paper, 3-
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layer feed-forward neural network has been used, 

and the optimal parameters in the first scenario are 

“Activation: Tanh, L1: 0.1, L2:0” with accuracy: 

82.34%, and in the second scenario are 

“Activation: Rectifier, L1: 0.3, L2:0” with RMSE: 

0.105. 

 

4.3.7. VOTE 

The VOTE method is a boosting algorithm that is 

an ensemble meta-algorithm in supervised 

learning, and a family of machine learning 

algorithms that improve the weak learners to the 

strong ones. In the case of the VOTE 

classification task, all the models in the sub-

process of the VOTE operator generate a 

classification or prediction model. For the 

prediction of a new example, the VOTE operator 

applies all the classification/prediction models and 

assigns the most predicted class with maximum 

votes to the unknown tuple. In both of this paper’s 

scenarios, this algorithm has presented the best 

result. 

 

 

 

 

 
Figure 6. Weight of any attribute in mortality rate prediction based on the SVM algorithm. 

Table 4. Obtained results from linear regression with t-test. 

Coefficient Attribute Std. Error 
Std. 

Coefficient 
Tolerance t-Stat p-Value Code 

0.434875 Latitude 0.16977 0.201333 0.985751 2.561553 0.011264 ** 
-0.37269 longitude 0.156579 -0.16996 0.998092 -2.38019 0.018379 ** 

0.709986 SDG3 0.478846 0.158502 0.914634 1.482704 0.139952 
 

0.925113 SDG4.3 0.396621 0.288024 0.88435 2.332485 0.020813 ** 
-0.83929 SDG4.6 0.345624 -0.32576 0.575169 -2.42832 0.016181 ** 

1.793283 (Intercept) 0.19084 NaN NaN 9.39678 0 **** 

4.4. Evaluation and deployment 

As mentioned earlier, two scenarios are followed 

in this work, and the results obtained can be 

described from two perspectives: 

1- Comparing the performance of different 

data mining models: based on the results of the 

first scenario, it is worth mentioning that the 

ensemble model (VOTE) has provided the highest 

accuracy and F-measure and the lowest prediction 

error (RMSE and MAPE). Therefore, the 

application of the ensemble data mining method 

in this work has provided more accurate and better 

results. 

2- Identifying the factors affecting the 

disease mortality rate: the purpose of this work is 

to identify the most important factors influencing 

the variability of the Coronavirus disease 

(COVID-19) mortality rates around the world. 

Based on the results of this work and during the 

application of various data mining methods, the 

following hypothesis was reinforced: 

“The level of education of the community has the 

highest effect on the disease mortality rate in a 

way that the extent of its effect is much higher 

than the environmental factors such as air 

temperature and regional health factors and the 

level of community welfare.” 
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Table 5. Comparison of classification methods (First scenario). 

D
is

cr
e
te

 L
a

b
e
ls

 

Row 
DM model 

Optimized parameter 
Accuracy 

Classification 

error 
Mean  recall 

Mean 

precision 

1 K-NN  K=12 82.19% ± 3.95 19.11% ± 3.595 99.33% 82.32% 

2 

Random forest (10 fold)  Number of trees: 18 

 Criterion: accuracy 

 Maximal depth: 4 

81.16% ±4.20 18.44% ± 4.20 98.66% 85.96% 

3 
Decision tree  Criterion: Accuracy 

 Maximal Depth: 44 

82.19% ± 3.95 
 

19.11% ± 3.95 
 

97.99% 83.91% 

4 Naïve Bayes - 76.32±6.99 23.68 ± 6.99 91.28% 83.95% 

5 

3-layer feed-forward neural 
network 

 Activation: Tanh 

 L1: 0.1 

 L2:0 

82.34% ± 2.11 17.66% ± 2.11 100% 85.96% 

6 Vote (KNN, decision tree, naïve Bayes, 3LFFNN) 82.34% +/- 2.11 17.66% +/- 2.11 100% 85.96% 

4.4.1. Analysis of second scenario’s results  

In the second scenario, some prediction methods 

such as linear regression, Support Vector Machine 

(SVM), neural network, and 3-layer feed-forward 

neural network have been used. The performance 

indicators of these methods that are calculated in 

this work are Mean Squared Error (MSE), Mean 

Absolute Error (MAE), Root Mean Squared Error 

(RMSE), and symmetric Mean Absolute 

Percentage Error (sMAPE). 

According to the results obtained (Table 6), in this 

scenario, 3-layer feed-forward neural network has 

provided the lowest RMSE: 10.5% and VOTE has 

provided an acceptable RMSE: 10.7% and the 

lowest MAPE: 21.9%; hence, the best data mining 

method in this scenario is an ensemble method 

(VOTE). 

Table 6. Comparison of classification methods (second scenario). 

C
o

n
ti

n
u

o
u

s 
L

a
b

el
 

Row DM model Optimized parameter MSE MAE RMSE sMAPE 

1 Linear regression  Feature selection: 
M5 prime 

 Min tolerance: 0.7 

0.014 0.078 0.118 0.704 

2 Support vector machine  Kernel: Radial 0.016 0.085 0.126 0.803 

3 3-layer feed-forward neural 

network 
 Activation: Rectifier 

 L1: 0.3 

 L2:0 

0.013 0.076 0.114 0.654 

4 Neural network  Training Cycle:192 

 Learning Rate: 0.01 

 Momentum: 0.8 

0.014 0.077 0.118 0.671 

5 Vote (SVM, NN, 3LFFNN) 0.013 0.079 0.114 0.219 

Finally, the results of this work can be described 

from two perspectives: 

1- Comparing the performance of different 

data mining models: Based on the results of the 

first and second scenarios, it is worth mentioning 

that the 3-layer feed-foreword neural network and 

ensemble model (VOTE) have provided the 

highest accuracy and recall in the first scenario 

and the lowest prediction error (RMSE and 

sMAPE) in the second one. Therefore, the 

application of the ensemble data mining method 

in this work has provided more accurate and better 

results. 

2- Identifying the factors affecting the 

disease mortality rate: the purpose of this work 

was to identify the most important factors 

influencing the variability of the Coronavirus 

disease (COVID-19) mortality rates around the 

world. Based on the results of this work and 

during the application of various data mining 

methods, the following hypothesis was reinforced: 

“The level of education of the community has the 

highest effect on the disease mortality rate in a 

way that the extent of its effect is much higher 

than the environmental factors such as the air 

temperature and regional health factors and the 

level of community welfare.” 

5. Discussion 

Due to the prevalence of viral diseases in recent 

years, the social effects of epidemic mortality 

have become one of the most important concerns 

of human societies. Therefore, identifying the 

preventive actions to reduce the probability of 

mortality can be considered one of the ways to 

manage such crises. Based on the World Health 

Organization reports, it is easy to recognize that 

the mortality rate of this disease is very diverse in 

different countries, and the recent studies have 

stated various reasons to justify this distinction. In 

this research work, during a data mining process 

on the information of COVID-19 mortality rate in 

different countries, the macro-components at the 

country level and the extent of their impact on the 

corona mortality rate have been considered. These 

components can be classified into three general 

categories: temperature components, geographical 
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components, and human development level 

components. 

During the implementation of the data mining 

process, some classifications (decision tree, 

random forest (RF), naïve Bayes, K-NN, and 3-

layer feed-foreword neural network) and 

prediction (linear regression, Support Vector 

Machine (SVM), neural network, and 3-layer 

feed-foreword neural network) methods have been 

used, and in addition to single methods, the 

ensemble method (VOTE) has also been applied. 

The results of the research work can be mentioned 

as follows: 

 The rule extracted from the decision tree and 

random forest indicates that the feature 

“SDG4.3-Expected years of schooling” has 

the most gained information in predicting the 

mortality rate. According to this rule, and 

contrary to the results of the previous research 

works [10], the impact of temperature on 

increasing the mortality rate has not been 

strengthened. 

 According to the result of the Support Vector 

Machine (SVM) classifier, “SDG4.3-

Expected years of schooling” has the highest 

weight in the mortality rate prediction (weight 

= 20.577). 

 The rule extracted from regression indicates 

that “SDG4.3-Expected years of schooling” 

has a 92% effect in the positive direction on 

the average mortality rate of a country. 

 Based on the classification and prediction 

methods result, the ensemble model 

(VOTE) has provided the highest accuracy 

and recall in the first scenario and the lowest 

prediction error (RMSE and sMAPE) in the 

second one.  

Thereupon, during the application of various data 

mining methods, the following hypothesis was 

reinforced: “The level of education of the 

community has the highest effect on the disease 

mortality in such a way that the extent of its effect 

is much higher than the environmental factors 

such as the air temperature and regional health 

factors and the level of community welfare.” 

The impact of this factor on the mortality rate is 

probably due to these reasons:  

 Knowledge-based and scientific societies, 

even with low welfare, can manage crises 

more than the others. 

 Paying attention to the health advisories in 

such communities is higher than the others 

because they are knowledge-based and 

realistic.  

 In knowledgeable societies, involvement in 

the rumors is lower, and so the incidence of 

mental health problems is lower too. 

The results of this work open a new window in 

terms of the cultural and social factors in the 

interpretation of medical data. On the other hand, 

considering the prediction of such diseases in the 

not too distant future, paying attention to the 

education of individuals in communities, 

improving the level of culture and education can 

have a significant impact on reducing the severity 

of the crisis in the communities. 
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 .اصفهان، ایراندانشگاه صنعتی اصفهان، پژوهشی بهینه سازی و تصمیم گیری هوشمند در سیستم های سلامت، گروه  2
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 چکیده:

شزناخ    و یشناسز  بیبزر آسز   سبب تمرکز  مقققزان  ،  انسان یها بر زندگ گسترده آن راتیتأث( و 10)سارس و کوید ها یریگ وقوع همه ر،یاخ یها در سال

بزه بزار    یکه اثرات نامطلوب اجتمزاع  اس  هابیماری ریمرگ وم نرخ ،ها در این خصوصچالش نیتر از مهم یکی. اس شدهها  آن کیولوژیدمیاپ هایمولفه

-هزای داده با استفاده از انزواع مزدل  ، در این پژوهشای برخودار اس . از اهمی  ویژه هاآنعوامل موثر بر مرگ ومیر بندی و اولوی لذا شناسایی . آوردمی

عوامزل  و آب وهزوا(   سزمم    یوضز   ،یبهداشزت ) این بیمزاری  ریمرگ و م نرخ ضمن تمرک  بر عوامل شناسایی شده اثرگذار براوی )منفرد و ترکیبی( ک

ی که بیانگر سطح توسز ه  «یشاخص توس ه انسان»این م یارها از  جه  ت یین. اندنی  مدنظر قرار گرفتهاقتصادی، رفاهی، بهداشتی و فرهنگی  ،یاجتماع

سزطح  شزاخص  »کزه   دهزد  یآمزده نشزان مز    دسز   بزه  جینتااس . شدهیابد؛ استفادهاجتماعی هرکشور اس  و سالانه توسط سازمان ملل متقد انتشار می

و رفزاه   یهوا و عوامل بهداشت یدما) یطیاز عوامل مق بیشآن  ریکه تأث یبه نقو؛ دارد یماریب ریمرگ و م  انیرا بر م ریتأث نیشتریجام ه ب «متیتقص

دخالز  کمتزر   » ،«یبهداشزت  یهزا  هیتوجه آنهزا بزه توصز   »، «ها بقران  یریدر مد انیبن جوامع دانش ییتوانا»از  یناش باشد و این ضریب تاثیرمی (جام ه

فرهنگزی و   منظزر از  یپ شزک  یهزا  داده ریدر تفسز را  یدیز جد چزه یدرنتایج این پزژوهش  اس .  «یکمتر بودن بروز مشکمت روان» جهیو در نت « اتیشا

انزواع   سزه یو مقا جیبزا توجزه بزه نتزا     نیهمچنز  ها نشزان مزی دهزد.   در کاهش شدت بقرانبه عنوان مهمترین عامل را  «آموزش»و  دیگشا یماجتماعی 

 ها برخوردارند.از عملکرد بهتری در مقایسه با سایر روش VOTEترکیبی مانند  یکاو داده یها استفاده از روش ،یکاو داده یها روش

 های ترکیبی داده کاوی، شاخص توس ه انسانی.(، همه گیری، روش10ویروس )کوید  کرونا :کلمات کلیدی

 


