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1. Introduction

In many applications of the robotics, the mobile robot should be
guided from a source to a specific destination. The automatic control
and guidance of a mobile robot is a challenge in the context of
robotics. Thus, in the current work, this problem is studied using
various machine learning methods. Controlling a mobile robot is to
help it to make the right decision about changing direction according
to the information read by the sensors mounted around the waist of
the robot. The machine learning methods are trained using 3 large
datasets read by the sensors and obtained from the machine learning
database of UCI. The methods employed include (i) discriminators:
greedy hypercube classifier and support vector machines, (ii)
parametric approaches: Naive Bayes’ classifier with and without
dimensionality reduction methods, (iii) semiparametric algorithms:
expectation-maximization (EM) algorithm, C-means, K-means,
agglomerative clustering, (iv) non-parametric approaches for defining
the density function: histogram and kernel estimators, (v) non-
parametric approaches for learning: k-nearest neighbors and decision
tree, and (vi) combining multiple learners: boosting and bagging.
These methods are compared based on various metrics. The
computational results indicate the superior performance of the
implemented methods compared to the previous ones using the
mentioned dataset. In general, boosting, bagging, unpruned tree, and
pruned tree (& = 107) have given better results compared to the
existing ones. Also, the efficiency of the implemented decision tree is
better than the other employed methods, and this method improves the
classification precision, TP-rate, FP-rate, and MSE of the classes by
0.1%, 0.1%, 0.001%, and 0.001%.

Robotics plays an essential role in reducing the
human efforts and increasing utility in various
areas. In addition, due to developments in the area
of mobile robots, the complexity of many
problems is reduced significantly. As the
examples, planet or submarine exploration [1],
operation in urban areas [2], and unmanned flight
[3] can be mentioned. In all of the above
applications, the main purpose is to guide an
object. Guidance is to determine the trajectory of
an object from a starting point to a target point.

Indeed, it should be mentioned that automating
the guidance process is a challenging area in the
context of robotics, and mobile robots are
designed such that they can be employed in real
complicated environments. In addition, a robot is
only able to observe and understand its
surrounding in a limited manner [4]. Therefore,
designing an automatic guidance method for a
mobile robot is one of the main challenges in this
context. Many of the conventional techniques are
not able to guide the mobile robots in the real-
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world condition due to its complex nature.
However, this problem can be solved using the
machine learning techniques. Robot guidance
through wall-following was introduced by
Krishna and Kalra [5]. Bekey showed that the
above concept could be formulated as a pattern
recognition problem [6]. An automatic fuzzy
controller using GA has been designed in [7] for
mobile robot guidance through wall-following.
The algorithm has been developed based on the
Iterative Rule Learning (IRL) approach, in which
the designer should determine the parameters like
the accuracy of each variable and the objective
function. However, there is no limitation in terms
of the number of linguistic labels and values
defined by the membership functions. Some
studies including [8] have adjusted a set of fuzzy
controller parameters including membership
functions, ranking factors, and control laws for
robot guidance using GA. In addition, Freire et al.
[10] have proved that robot guidance through
wall-following cannot be discriminated linearly.
Then they have used a short-term memory
mechanism in the static and dynamic neural
networks in order to improve the classifiers
employed for the mentioned problem [9]. In [10],
a simple robot with local sensors that is able to
move in a polygonal environment has been
studied and analyzed. The robot moves in parallel
with the sides of the polygon and moves inside the
area. The main drawback of this approach is the
lack of global sensors as a result of which,
locating cannot be performed accurately. In
addition, a Multi-Instance Multi-Label learning
Gaussian Process (MIMLGP) algorithm has been
presented in order to solve the automatic mobile
robot guidance problem visually [11]. Chen et al.
[13] have proposed a particle selection approach
to search for a set of optimal parameters for
designing the intelligent classifiers used to guide
the robot through wall-following. The particle
search method is able to achieve an accuracy
higher than 90% compared to the conventional
network search method [12]. In addition, Dash et
al. [15] have proposed a controller based on
Acrtificial Neural Network (ANN) for robot
guidance that moves along the walls of a
polygonal room using the information read by the
sensors. The employed database is SCITOS G5,
and the gradient descent strategy is used to learn
the neural network [13]. Next, they have used
Feed-Forward Neural Network (FFNN) based on
the gravitational search to control the wall-
following robot guidance [14]. In 2018, a control
method was proposed for mobile robot guidance
in an unknown environment that was based on
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reinforcement learning and dynamic group
artificial bee colony comprising Behavior
Manager (BM), Toward Goal (TG), and Wall-
Following (WF) states [15]. BM is designed such
that it is automatically changed to any of the other
two states depending on the position of the mobile
robot in the environment. When an obstacle is
detected, the mobile robot goes to the WF state;
otherwise, it moves towards the goal using the TG
state. Although all of the above methods are able
to guide the mobile robot using a small number of
input data, when there is a large amount of data,
the accuracy of these methods is reduced
significantly.

Of course, it should be noted that the autonomous
robot navigation of different types of robots with
different applications and using different methods
has been done in articles such as [16-22].

Machine learning is programming the computers
to optimize a performance criterion using example
data or past experience. Learning is required in
the cases where a computer program cannot be
directly written to solve a given problem but
example data or experience is required. One case
where learning is necessary is when the problem
to be solved depends on the particular
environment or changes in time. In these
situations, having the general-purpose systems
that can adapt to their circumstances is preferred
to explicitly writing a different program for each
special circumstance. In other words, machine
learning is a part of artificial intelligence that
enables the systems to have the ability to learn in
a changing environment, and helps the system
designer need not foresee and provide the
solutions for all possible situations [23].

Already, there are many successful applications of
machine learning in various domains. One of
these domains is robot navigation, in which the
robots learn to optimize their behavior to
complete a task using the minimum resources. In
this work, the wall-following mobile robot
navigation is done by implementing and
employing the machine learning approaches. The
robot is guided using the ultrasonic sensors
installed at the waist of the robot and through
following the walls of a closed room. The main
purpose of this work is to increase the robot
guidance accuracy in an unknown environment.
The rest of this paper is organized as what
follows. Section 2 describes the employed dataset
briefly. Section 3 introduces the classifiers
employed to improve the performance of the robot
guidance through wall-following. Section 4
includes the computational results of applying
different classifiers and their analysis. Section 5
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concludes the paper, and presents
suggestions for the future works.

some

2. Employed Dataset

The dataset employed in this work is “wall-
following robot navigation data”, accessed
through UCI machine leaning repository [24].
SCITOS G5 is used in order to collect the data.
The robot includes a belt comprised of 24
ultrasonic sensors. The sensor in the front of
abdomen of the robot is sensor #1, and number of
the sensors increases clockwise. The robot rotates
4 cycles clockwise in the environment, and makes
9 observations per second. The observations of
these sensors are the attributes of the dataset [9].
The robot is modeled as a simple kinematic

unicycle with state gq=[x y 6], where
(x,y) is the Cartesian location of the robot’s

center within the world model and 6 is the
robot’s yaw angle as measured from the wall or
the world model’s X -axis. Figure 1 shows the
arrangement of the objects located in the test room
of the employed dataset. In order to analyze the
employed methods, 3 different datasets are used,
which are as follow:

e Sensor readings 24-dataset including the values
measured by all 24 ultrasonic sensors.

e Sensor readings 4-dataset including the values
measured by 4 sensors installed at the back,
front, right, and left.

e Sensor readings 2-dataset including the values
measured by 2 sensors at the front and left of the
robot.

In order to guide and label the behavior of
following walls based on the sensory readings at a
given time step, a navigation algorithm is used,
which is responsible for generating the decisions
that the robot has to take along its navigation. This
algorithm makes use of heuristic If-Then rules
based on the measures of the variables front
distance and left distance. Each one of these
distances is not calculated by a single sensor but
by a number of them and the distance used is the
smallest found by those sensors [9]. Based on the
amounts of these variables, one of the following
moves (or classes) are selected:

1- Class 1 If

meter (m)<Ileft distance < 0.9m and

front distance > 0.9m, then move-forward.

2- Class 2: If the left distance < 0.55m and the
front distance > 0.9m, then slow down, and
turn to the right (slight-right-turn).

3- Class 3: If thefront distance < 0.9m, then
stop and turn to the right (sharp-right-turn).

4- Class 4: If the left distance > 0.9m and the
front distance > 0.9m, then slow down, and
turn to the left (slight-left-turn).

Table 1 shows the distribution of the samples in
each class of the dataset. All datasets have the
same number of samples. As it can be seen in the
table, the number of samples of the dataset is
5456, where 2205 of them belong to class 1, 826
of them belong to class 2, 2097 of them belong to
class 3, and 328 of them belong to class 4.
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Figure 1. Sketch of robot’s navigation environment (from [9]).

Table 1. Distribution of samples in each of the 4 classes of the used datasets.

Sharp-right-turn  Slight-left-turn

Class level Move-forward  Slight-right-turn
No. of instances 2205
Percentage 40.41

826
15.14

2097
38.43

328
6.01

3. Using Classifier Algorithm to
Performance

As mentioned earlier, the purpose of employing
the learning algorithms is to guide the robot based

Improve
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on the observations of the sensors. These
algorithms are the supervised learning algorithms
(in contrast to the wunsupervised learning
algorithms), in which there exist an input x and an
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output y, and the algorithm learns the map, model
or transfer function asy = g(x |¢), in which

g (-)is the model of interest and ¢ shows the

parameters of the considered model. Supervised
learning can be divided into the regression
learning and divisive learning based on the output
of the transfer function. In regression, y and g ()

are a number and a regression function, and in the
divisive model, y and g(-)are the code of the

corresponding class and the discriminator function
of the samples of different classes. The machine
learning algorithm aims to optimize the
parameters of the model such that the estimation
error is minimized. Minimizing the estimation
error means making the predicted values
(estimated values) as close as possible to the real
values [23].
According to the above discussion, the algorithms
used for robot guidance are the classifier
algorithms, in which the input is the data obtained
from the sensors and the output is the code of the
corresponding class. In this work, 5 classifier
algorithms are used in order to improve the robot
guidance that are introduced in the following, and
their results are represented. In all of these
algorithms, the following assumptions are
considered:

e 70% of the data is used as the training set and
30% is used as the test set. The model is learned
using the data of the training set, and then the
learned model is evaluated according to the data
of the test set.

e The test and training sets are generated
randomly.

e The test and training sets are the same for all
algorithms.

e The sets are selected such that the ratio of the
classes in the test and training sets remains
almost the same.

The employed algorithms include  the

discriminator algorithms, parametric algorithms,

semi-parametric  algorithms,  non-parametric
algorithms, and a combination of the multiple
learners that are described in the following.

3.1. Discriminator algorithms

The discriminator algorithms discriminate the data
of the test set, and assign them to one class of the
dataset through the learning relationships and the
laws governing the training set. Using these
algorithms and based on the relationships
governing the previous observations and
performance of the robots about each observation
(moving along each class), knowing the new data
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obtained from the observations of the sensors, the
performance and correct movement of the robot
can be predicted correctly. This class of
discriminant  algorithms  includes  greedy
hypercube classifier and support vector machines
(SVMs).
Greedy Hypercube Classifier- in this algorithm,
first, a null set is created as the set of best samples
of each one of the 4 classes. Then one of the
samples belonging to a specific class is selected
randomly from the training set at each step. Next,
the mentioned sample is temporarily added to the
set of best samples of the mentioned class, and
eliminated from the training set. Then the
minimum and maximum values of the 2, 4 or 24
attributes (for sensor readings 2 dataset, sensor
readings 4-dataset, and sensor readings 24-
dataset) in the set of best samples of the
mentioned class are calculated, and a hypercube is
developed, where its edges are the boundaries of
the areas created with minimum and maximum
values of different attributes. This means that the
number of edges of the hypercube for any of the 3
datasets is equal to the number of attributes of that
dataset (2, 4 or 24 attributes). Then the new
sample is permanently added to the set of best
samples of the mentioned class if it would
improve one or a combination of the following
performance criteria for the considered class:
e Maximizing number of true positives (TPs)
e Minimizing number of false positives ( FPs )
e Maximizing TP —FP
e Maximizing precision

(Precision =TP /(FP +TP) x 100%)

If one or several measures of the above measures
are not improved by adding the new sample to the
set of best samples of the corresponding class, the
new sample is eliminated from this set. This
procedure is continued until all samples are
checked. The values of the measures obtained
from applying this classifier on 3 robot guidance
datasets are represented in Table 2 for any of the 4
classes existing in the datasets. As it can be seen
in this table, the greedy hypercube classifier is
able to obtain the optimal value for the considered
measures in 36 cases (values in the table that are
shown in bold) out of the total 48 cases, and for
the other cases, the values of the measures are
very close to the optimal values.

In addition, the results obtained from applying the
greedy hypercube classifier on two attributes of
the sensor readings 2 dataset (e.g., front distance
and left distance) are shown in Figure 2. As it can
be seen in this figure, the classes can be
discriminated completely by the created
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hypercubes (rectangles). The red, green, blue, and
yellow marks represent the samples of class 1
(move-forward), samples of class 2 (slight-right-
turn), samples of class 3 (sharp-right-turn), and
samples of class 4 (slight-left-turn). This verifies

the high accuracy and efficiency of the greedy
hypercube classifier in discriminating the samples
of any of the 4 classes of the robot navigation
dataset.

Table 2. Results of implementation greedy hypercube on three datasets based on the common performance metrics.

Performance criterion

TP FP TP -FP Precision (%)
Dataset Class level
1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4
Sensor readings 2 2205 826 2097 328 0 O 0 O 2205 826 2097 328 100 100 100 100
Sensor readings 4 2205 826 2097 328 0O 0O 0O O 2205 826 2097 328 100 100 100 100
Sensor readings 24 2054 691 1628 328 51 20 26 0 2003 671 1602 328 97.58 97.19 98.43 100
5 [t
45} a
g il Class 1
g 3 Class 2
g 5 Class 3
%
S 3t Class 4
b
3 25 %
2
1.5

35 4 4.5 5

Front distance (M)

Figure 2. Results from applying greedy hypercube classifier on the sensor readings 2 dataset (attribute 1: front distance and
attribute 2: left distance).

Support Vector Machines- this classifier is one of
the kernel-based algorithms that has become
popular in the recent years. Since these algorithms
employ the kernel functions, they can be applied
to a wide variety of applications, particularly in
bioinformatics and language processing. SVM
aims to find the subsets of the training set samples
as the vectors that support the boundaries. This
support vectors must be close enough to the
boundaries that separate the adjacent classes. Due
to this property, these vectors can be used to
separate different classes properly. In this work, 3
kernel functions including normalized polynomial
function (N-Poly), Puk kernel, and radial basis
function (RBF) are used to create the support
vectors. In addition, in order to compare the
performance of different kernel functions, the
following performance criteria are used:

Maximizing ratio of TP to total samples

(TP—rate = TP/P)

Maximizing precision

Maximizing TP-rate percentage to total
samples (Recall = TP /P * 100%)
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vectors

Minimizing number of support
(NSV = Number of Support Vectors)

The results obtained from employing the three
mentioned kerl functions for the robot navigation
database are given in Table 3. The cells regarding
the minimization measures are colored blue. Also
in this table, the best values of each performance
criteria among all kernel functions are shown in
white and shaded in green. The penalty factor (C )
represents the penalty considered in the
discrimination function for the samples that
cannot be classified by the kernel function, and
therefore, are incorrectly assigned to another
class.

The results represented in the table indicate that
for the employed datasets, N-Poly kernel function
gives the best results for all performance criteria
and penalty factors compared to the other kernel
functions. It should be mentioned that by
increasing the value of C from 1 to 1400, the
values of all performance criteria are improved for
all the three kernel functions. As it can be seen in
the table, by increasing the penalty factor to 2000,
the values of the measures either remain constant
or worsen. Considering the above discussion and
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| the_values of the table, N-Poly is the best kernel
function among the three employed functions, and

the best penalty factor is 1400 (values in bold).

Table 3. Results of implementing three kernel functions for support vector machines on the sensor readings 24 dataset.

Performance criterion kernel function

Penalty factor (c)

1 10 20 22 30 100 1000 1400 2000
N-Poly 0.843 0.899 0.905 0.907 0.907 0.908 0.908 0.911
TP_rate Puk 0.743 0.768 0.774 0.744 0.774 0.838 0.848 0.879 0.879
RBF 0563 0.728 0.758 0.761 0.774 0.774 0.774 0.774 0.774
T Neoy 767 778 838 898 %03 01 02 JOEN 02
Precision (%) Puk 743 771 777 718 717 714 714 710 71.7
RBF 643 734 763 767 778 838 89.8 903 90.1
T ey ¢ 843 899 05 907 907 908 908 PN o1
Recall (%) Puk 743 768 774 774 774 838 848 879 87.9
RBF 563 728 758 761 774 774 714 774 77.4
N-Poly 167 101 84 82 76 71 66 66 66
NSV Puk 367 231 203 197 168 124 85 79 76
RBF 511 337 295 290 269 191 102 90 87

In addition to the before mentioned common
metrics that are well-known and have been widely
used in machine learning, the new suggested
metrics other than those common metrics have
been used to assess the performance of the
algorithm. The goal of using these metrics is to
evaluate the performance of the algorithm in other
ways, and to obtain a balanced evaluation of the
algorithm’s performance [25]. These measures
are:

e Youden’s index () that measures the ability of

an algorithm to avoid failure as below:
y=TP/P—(1-TN /N) 1)

inwhich TP, P, TN , and N are True Positives,

total Positives, True Negatives, and total
Negatives. A high value of y indicates a better

ability to avoid failure [26].

e Positive and negative likelihoods (LRs) that are
familiar epidemiologic measures and are useful
and helpful for comparing two algorithms. Their
advantage is that they evaluate the algorithm’s
performance with respect to both classes. The
values of the positive likelihood (p*) and

negative likelihood ( o) can be expressed as:

N TP/P _(1-TP/P)

P raanNgy? TININ )

A higher p" and a lower o indicate a better

performance on the positive and negative
classes, respectively [27].
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e Diagnostic odds ratio (DOR) that is a global
performance measure and is used in medicine
for the comparison of diagnostic accuracies
between two or more diagnostic tests [28]. It is
calculated using the following equation:

DOR = 12N @)
FP *FN
A high value of DOR indicates a better ability to
distinguish between the positive and negative
examples.

The results of evaluating these performance

metrics for the compared algorithms in this

section are given in Table 4. These results indicate
the better performance of the greedy hypercube
classifier than the other compared algorithms.

3.2. Parametric algorithms

The main characteristic of the parametric
algorithms is that they can be mathematically
analyzed. In fact, these algorithms model the
uncertainty between the samples and their
corresponding class using probability rules.
Accessing a training set, these algorithms can
specify the distribution function of the mentioned
dataset through determining a small number of
parameters of the model (for example, mean and
variance) using the maximum likelihood
estimation. The determined distribution function
is used to decide about the proper classification of
the future samples (including the samples of the
training set) [29]. In all algorithms of this section,
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it is assumed that the samples of the training set

follow the multi-variate normal distribution.

Table 4. Results of implementation of the greedy hypercube classifier and three kernel functions for support vector machines
on the sensor readings 24 dataset based on  , p*, p~and Dor performance metrics.

Algorithm

Performance criterion

Youden’s index () )

Greedy hypercube classifier

N-Poly kernel function (¢ = 1400) 0.814
Puk kernel function (¢ = 1400) 0.627
RBF kernel function (C = 1400) 0.691

There are 4 possible cases for modelling the
relationship between the classes for the multi-
variate normal distribution:

1. All classes have a common diagonal covariance
matrix (linear diagonal).

2. Each class has a separate diagonal covariance
matrix (quadratic diagonal).

3. All classes have a common covariance matrix
(linear).

4. Each class has a separate covariance matrix
(quadratic).

The results obtained from modelling the data of
the test set using the above cases are represented
in Table 5 and Figure 3. The cells regarding the
minimization measures are colored blue. It should
be mentioned that in addition to the previous
measures, the FN performance criterion is also
used in this table that indicates the number of

positive likelihood (p ™) negative likelihood p) Diagnostic odds ratio (DOR)

0.141
9.31 95.35
3.49 0.162 21.55
9.32 0.246 37.74

false negatives (number of samples that are
incorrectly assigned to other classes), and is
calculated asFN =PTP . In addition, since the
test set includes 30% of the total samples (30% *
5456 = 1637), the number of samples of each
class in this set would be 637, 238, 655, and 107,
respectively. As it can be seen in the table, the
fourth case (quadratic) is the best case for
modelling the relationship between 4 classes of
the dataset. This indicates that the covariance of
the data existing in different classes is non-zero,
and the variance of data distribution in different
classes is also different. Also as it can be seen
from Figure 3, the area under the precision-recall
graph for Class 1 is more than the other classes.
After that, the averaged over all classes and
classes 3, 4, and 2, respectively, have the largest
amount of area under the graph.

Table 5. Results obtained from modelling data of the test set using four cases for multi-variate normal distribution.

Case Diagonal linear Diagonal quadratic Linear Quadratic
Class level 1 2 3 4 total 1 2 3 4 total 1 2 3 4 total 1 2 3 4 total
TP 283 208 650 88 1234 528 227 605 101 1461 285 208 650 88 1231 529 227 605 101 1462
- FP 4 135 259 5 403 26 84 55 11 176 4 137 260 5 406 25 85 54 11 175
§ FN 349 30 5 19 403 109 11 50 6 176 352 30 5 19 406 108 11 50 6 175
© Precision (%) 99 61 72 95 754 95 73 92 90 892 99 60 71 95 752 95 73 92 90 893
Recall (%) 45 87 99 82 754 83 95 92 94 892 45 87 99 82 752 83 95 92 94 893

In the following, the results of implementing the
parametric algorithm of the Bayesian networks
without attribute reduction (including Naive
Bayes, Bayesian networks using covariance
matrix, Bayesian networks using TAN, Tabu
Search, and Hill Climber algorithms), and
Bayesian networks with attribute reduction
(including Linear Discriminant Analysis (LDA)
and Principal Components Analysis (PCA)) are
presented.

Bayesian Networks without Attribute Reduction
Methods- in this section, various algorithms and
classifiers are used in order to create the Bayesian
networks, and the results are presented. The first
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classifier is the Naive Bayes that ignores the
correlation among the inputs and converts the
multi-variate normal distribution model to a group
of independent univariate normal distribution for
all of the classes. Since, for the datasets used in
this work, data independency is not correct
according to the results of Table 5, this method
gives worse results compared to the other
algorithms used in this section. In the second
classifier of this section, a Bayesian network is
developed for the robot navigation dataset
manually considering the relationships among the
attributes and covariance matrix; the obtained
network is compared with the Bayesian networks
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resulting from the Tabu, TAN, and Hill Climber
1

algorithms.

0/95
10/92
09 ¢
b 0/893
S :
% 08
~ Ll
e (/73
0.7 .
0.6
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Recall
—+— Class1 Class2 —a— Class3 Class4 —e— Total

Figure 3. Precision-recall graph of four classes and averaged over all classes of the test set using the quadratic case.

It should be mentioned that one of the
performance criteria used in this section is the
Mean Squared Error (MSE) that is determined as

m 2
Zizl(aii_ei), in which, a, and e, represent the

, and m is the number of estimated samples. The
values of different measures for the 5 mentioned
classifiers are represented in Table 6. As it can be
seen in this table, TAN is the best method for

- creating a Bayesian network for the robot
real value and the estimated value of the sample i navigation dataset.
Table 6. VValues of performance criteria for 5 Bayesian networks without attribute reduction.
Performance criterion
Bayesian network TP-rate (%) FP-rate (%) Precision (%) MSE
Naive Bayes 53.6 154 1.7 0.13
Covariance matrix 82.7 9.0 90.2 0.06
TAN 92.8 35 96.4 0.03
Tabu Search 88.7 44 95.3 0.05
Hill Climber 88.9 4.4 95.3 0.05

Bayesian Networks with Attribute Reduction
Methods- the time and computational complexity
of each classifier depend on the number of inputs
of that classifier. Therefore, one of the approaches
to reduce the memory and computational
complexity of a classifier is to reduce the
dimension of the inputs of the problem (in this
work, attribute reduction was used). There are two
types of methods to reduce the number of
attributes. The first type includes the attribute
selection methods that select a subset of important
attributes and eliminate other attributes. The
second type includes the attribute extraction
methods that generate smaller number of new
attributes (K attributes) through combining the
initial attributes (d attributes). The best and most
applicable attribute extraction methods are the
principal components analysis (PCA) and linear
discriminant analysis (LDA) that are both used in
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this work for attribute reduction. In both of these
methods, the primary space is linearly mapped to
the new space. The main difference of these two
methods is that the first method is unsupervised
but the second one is one of the supervised
learning methods. PCA is unsupervised since it
specifies the discriminator function of the samples
of different classes without considering class code
of the samples.

In PCA, first, the class label of the samples is
omitted, and then the dimensions of the attributes
are reduced considering 80%, 90%, and 95% for
the Proportion of Variance (POV) explained with
k new attributes. Finally, learning is performed
using the Bayesian network obtained from the
TAN algorithm according to the new attributes.
The results obtained from applying the PCA and
LDA methods on the sensor readings 24 datasets
are shown in Table 7. As mentioned earlier, the
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number of initial attributes of this dataset equals
to 24. The following six performance criterion are
used for comparisons:

1. Precision,
2. Absolute Mean Error (AME) 2. ~&l
m
m 2
3. Mean Squared Error (MSE) Zis(3 ~&)
m
4. Relative ~ Absolute  Error  (RAE)
zi:l‘ai _5‘
5. Root Relative Squared Error (RRSE)

6.

Number of extracted attributes.

The value of @ for the 4™ and 5" criteria indicate
the average of m estimated sample. As it can be
seen in Table 7, the higher is POV, the amount of
the precision and the number of extracted
attributes increase, and the error values decrease.

Unlike PCA, LDA does not specify the optimal
number of attributes; thus the error and precision
measures are calculated after reduction of 1 to 24
attributes. Using the obtained values, it can be
concluded that the best case for this method is
when the number of attributes is 19. In addition,
as it can be seen in the table, the Bayesian
network TAN method alone shows better results
than when combining it with the attribute
extraction PCA and LDA methods. The reason is
that since the number of attributes in the
considered dataset in this work is small in itself
(equal to 24 attributes for sensor readings 24
dataset), the LDA and PCA methods have not
been very effective on this dataset. Another
important conclusion is that LDA gives better
results compared to the equivalent (with equal
number of attributes) PCA. The reason of this
excellence is that LDA, unlike PCA, considers
information of the samples’ class to extract new
attributes.

Table 7. Results of implementing TAN algorithm after attribute extraction methods.

Approach PCA (pov=0.8)+ TAN PCA (pov=0.9) + TAN PCA (pov=0.95) + TAN LDA + TAN
1 73.7% 74.4% 75.2% 75.5%
g 2 0.155 0.146 0.143 0.137
§ 3 0.096 0.095 0.095 0.091
% 4 47% 44% 43% 42%
.g 5 76% 76% 76% 74%
= 6 14 19 22 19

3.3. Semiparametric algorithms

In the parametric algorithms in the previous
section, it was assumed that the different samples
followed a specific distribution  function
(multivariate normal distribution). When such
condition is not established, the semi-parametric
algorithms are used that mainly assume that the
samples of a class are a combination of the known
distributions, i.e. each class includes several
groups, and each group follows a known
parametric model. The clustering methods are used
to determine the distribution parameters of different
groups. In all methods of this section, the class to
cluster matrix is formed first, where the number of
its rows is equal to the number of classes, and the
number of its columns is equal to the number of
clusters. In order to form this matrix, the
probability that each sample belongs to different
clusters is checked, and the sample is considered to
belong to the cluster with the maximum
probability. This process is repeated for all samples

of a specific class. Then the value of the i™ row
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and the j" column of the matrix represents the

total number of samples of class i considered to
belong to cluster j . Considering the information of

this matrix, the classes are assigned to the clusters.
In order to assign the classes to the clusters, the
maximum value of the class to cluster matrix that
has not been assigned yet is selected, and its
corresponding class is assigned to the
corresponding cluster. Then the row of the
maximum value is eliminated. This process
continues until all classes are assigned to the proper
cluster.

Unlike the attribute extraction methods introduced
in the previous section that found the correlation
among different attributes and classified them, the
clustering methods find the similarity of the
samples and classify them. The similarity of these
methods is that both methods are performed as an
unsupervised pre-processing step before the
learning step, and aim to determine a map from
the primary space to a new space (with a smaller
dimension compared to the primary space). The
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advantage of using the unsupervised methods is hierarchical clustering methods is to find the
that it is not required to label the data (that is groups in which its samples are more similar
time-consuming), i.e., using this method, a large compared to the samples of the other groups.
number of unlabeled data is used to determine the These methods might use either agglomerative
map, and then the main step (classification of the clustering or divisive clustering. A divisive
samples of different classes) is performed on a clustering algorithm starts with only one group
smaller number of labeled data using a supervised including all the training samples, and divides
learner (a Bayesian network using the TAN larger groups to smaller groups until N groups are
algorithm). It should be noted that the dataset used achieved. On the other hand, an agglomerative
in this section is sensor reading 24, and therefore, clustering algorithm starts with N groups, where
the number of attributes equals to 24. In the each one includes one the training sample and
following, each clustering algorithm is discussed integrates adjacent groups until only one group is
briefly: achieved. In the single-link clustering, the

distance between two groups is the minimum
C-mean and K-means- the purpose of these distance between all pairs of samples of the two
algorithms is to determine the C or K basis vector groups, and in the complete-link clustering, the
that minimize the recovery error. In order to distance between two groups is the maximum
determine C or K, the values smaller than 4 (the distance between all pairs of samples in the two
number of classes) are investigated. The results groups. The output of an agglomerative algorithm
indicate that the best number of basis vectors is represented as a hierarchical structure called
equals to 4. This means that each one of 4 classes dendogram, which is a tree representation in
is assigned to a different cluster. which the leaves indicate the samples and are

grouped in order of integration. Figure 4 shows
Expectation-Maximization algorithm (EM)- the the dendogram of divisive single-link and divisive
purpose of this algorithm is to find the parameters complete-link clustering for the robot navigation
of the model such that likelihood is maximized. dataset.

Hierarchical Clustering- the purpose of the

| L
T 1

[ i‘f%

1

(@) (b)
Figure 4. Dendrogram derived from implementation of a divisive single-link clustering method (a) and a divisive complete-link clustering
method (b) for robot navigation dataset.

Table 8. Results of implementation of different clustering algorithms on robot navigation dataset.

Algorithm C-means Agglomerative (complete-link) EM Agglomerative (single-link) K-means
Percentage of incorrectly
= 49.7% 53.4% 59.3% 59.4% 60.4%
classified samples

The considered performance criterion minimizes that the belonging samples to different classes are
the percentage of the samples that are classified tangled, and also the dispersion of samples of a
incorrectly after clustering, and the classification class about their mean is high.
and the results are given in Table 8. The results 3.4. Non-parametric algorithms
indicate that assuming groups at the input data and In the algorithms discussed in the previous
using the clustering methods for exploring these sections (parametric algorithms and semi-
groups is not a suitable assumption. The reason is parametric algorithms), it was assumed that
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different samples followed one or a combination
of functions with known distribution. When this
condition is not satisfied, non-parametric
algorithms are used that estimate the density
function of the samples before classifying the
data. The main assumption of these algorithms is
that similar inputs generate similar outputs.
Therefore, in order to determine the class of a
sample in the test set, similar samples of the
training set are determined based on the proper
distance measurement metric, and then the class
of the considered sample is determined through
interpolating classes of similar samples in the
training set. The difference of various non-
parametric algorithms is in determining similar
samples of the training set and interpolating the
output value (class) of the samples to determine
the class of the current sample. In a parametric
algorithm, it is assumed that all the training
samples affect the final global estimation.
However, in the non-parametric algorithms, there
is not a unique global model but local models are
determined when required, and they are only
affected by training the data in their neighborhood
(based on the distance measurement metric). It is
obvious that these algorithms are among the
supervised learning methods. In the following, the
estimating density function of sample distribution
using various methods is discussed, and then the
results of non-parametric K-Nearest Neighbor
(KNN) and decision-tree algorithms based on
these density functions for classifying the samples
of the test set are presented.
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Estimating Density  Function of Sample
Distribution- in this section, assuming that the
samples are selected from some unknown
distributions, independently, the density function
of these distributions is estimated using the
histogram estimator and kernel estimator. In the
histogram method, the space is divided into a
number of intervals of equal size, and the
abundance of each interval is equal to the number
of samples in it. In the kernel estimator, in order
to obtain a smooth estimation, a uniform
weighting function called kernel function is used,
where the most well-known such function is the
Gaussian kernel. The parameter h describes the
length of the effectiveness interval of the samples.
Figure 5 shows the results of applying the two
introduced estimators for determining the density
function distribution of the 1™ attribute of the
sensor readings 24 dataset for different numbers
of intervals (50, 500) and different values of
parameter h (0.05, 0.12, 1) for the Gaussian
kernel. As it can be seen, as the value of h
increases, the overlap and effectiveness of
different samples increase and the estimated
density function becomes smoother. As it can be
seen from this figure, the front distance of the
robot to the walls, which is the 1" attribute of the
sensor readings 24 dataset, has a normal
distribution with an average of 1.5. This result is
completely consistent with the intervals of this
attribute values, as is shown in Figure 2. Also it is
necessary to mention that this attribute is a
continuous variable similar to the other 23

features of the considered dataset.
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Figure 5. Results of running histogram and kernel estimators for 1™ attribute of the sensor readings 24 dataset with (a) 50

intervals and (b) 500 intervals.
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Learning through Nonparametric Algorithms- in be seen that for K = 1, the algorithm has the
this section, the results of employing non- highest precision and recall and the minimum
parametric algorithms of K-Nearest Neighbor MSE because, as it can be seen in Figure 2, two
(KNN) and decision-tree for discriminating the neighboring samples with a very small distance
samples of the test set are represented. The KNN might belong to different classes. Therefore, if a
classifier assigns a sample to a class where the larger number of neighbors of a sample are used
maximum number of samples among K neighbors to determine the class of the considered sample,
of the considered sample belong to that class. The the error is increased, and the precision and recall
mentioned algorithm is executed for K =1, 3, 5, are reduced.

7, 11, and the results are given in Table 9. It can

Table 9. Implementation results of KNN algorithm for discriminating the robot control data.

K =1 K =3 K =5 K =7 K =11

Performance criteria*
1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4
865 6.9 926 0.047 859 78 917 0056 836 84 909 0058 822 95 89.6 0.059 817 9.7 894 0.063

*Performance criteria: 1- TP-rate (%), 2- FP-rate (%), 3- Precision (%), 4- MSE

The decision-tree algorithm is a hierarchical data before the tree is completed, and in the second
structure that employs the divide and conquer method (that is usually better than the first one),
strategy, and creates a tree using the data of the the tree is constructed completely, and then the
training set, which can be converted to a set of unnecessary sub-trees are determined and pruned.
simple and understandable laws. A decision tree is In this work, the C4.5 univariate tree construction
comprised of the middle decision nodes and the algorithm is used, which is a greedy method and
final nodes (leaves). At each decision node, a test selects the best branch at each step. In addition,
function with discrete output is executed, and the the method used to reduce the size of the tree is
branches are labeled. For a sample, existing in the the post-pruning method. The measure that shows
test set as the input of the decision tree, one the amount of pruning the tree is the reliability
branch is selected based on the output value. This parameter (&), which might be in the range of [0,
process starts from the root node, and continues 1]. For instance, # = 0.05 for the pre-pruning
until a leaf node is reached. Then the value written method indicates when number of the remained
in the leaf node is reported as the input sample training samples at a specific node is less than or
class. In a univariate tree, in the test function of equal to 5% of the training set, no branch
each middle node, only one of the attributes originates from this node, and the mentioned node
(numerical attributes, in this work) is considered. is considered as a leaf node. The above algorithm
For a specific dataset, there might be a large is executed for 8 =107, 10°, 1, and the results are
number of trees that can code the samples without given in Table 10. It is clear that as this parameter
error. The purpose is to find the minimum size decreases, the size of the tree (total number of
tree. The measures used to determine the size of nodes) and the number of leaves is reduced but
the tree are the number of middle nodes and the other criteria are worsened. In addition, it can be

number of leaves. One of the operations that
reduces this measure is pruning, which can
perform as pre-pruning or post-pruning. In the
first method, the tree construction is stopped

seen that the performance criteria for 6=1and &
=10 are equal.

Table 10. Implementation results of decision-tree algorithm for discriminating the robot navigation data.

0=1 0=10° 0=10"
Performance criteria* Performance criteria* Performance criteria*
1 2 3 4 5 6 1 2 3 4 5 6 1 2 3 4 5 6

99.57 0.001 99.57 0.003 35 18 9957 0.001 99.57 0.003 35 18 99.27 0.003 99.27 0.005 31 16

* 1- TP-rate (%), 2- FP-rate (%), 3- Precision (%), 4- MAE, 5- Number of Nodes, 6- Number of Leaves.
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The selected attributes from the sensor readings
24 dataset for the unpruned tree include the
attributes 9, 10, 11, 12, 13, 14, 15, 18, 19, and 20,
and other attributes are not used for constructing
the tree. For the pruned tree, attribute No. 13 is
eliminated from the above list, and it is added to
the list of attributes that were not used during the
tree construction.

3.5. Combining multiple learners

Each learning algorithm considers a specific
model with a set of assumptions that might result
in error if the assumptions do not match with the
data. In addition, there are some cases for which
even the best learners are not accurate enough.
Therefore, by suitable combining several basic
learners, the accuracy can be increased. In this
section, the models comprising several learners
are introduced; these learners complement each
other such that their combination gives better
results (based on the performance criteria). There
are two types of methods for combining several
learners:

1. Multi-expert combination methods have basic
learners that operate in parallel. These methods
are either global or local. In the global methods
known as the learner fusion methods (for
example, voting methods and stacking methods),
all the basic learners generate an independent
output for each input sample, and all these outputs
are used to generate the final output. In the local
methods that are also known as learner selection
(for example, mixture of experts), there is a gate
model that selects one or a few numbers of the
basic learners to generate the final output for one
input sample.

2. Multi-stage combination methods employ a
series method in which the next basic learner is
trained using the samples for which the previous
learner was not accurate enough. In these methods
(for example, cascading method), the basic
learners are sorted in an ascending order based on
their complexity, and a more complicated basic
learner is used if the previous simple learners are
not reliable enough.

In this work, the bagging and boosting methods
are used to combine the learners. The bagging
method is a voting one in which a different
training subset is considered for each basic
learner. The samples of each subset are
determined among the samples of the training set
through random selection with paste. The samples
of each subset are similar to each other because
they are selected from a main set. On the other
hand, these samples are a bit different due to the
random selection. In the boosting method, which
is also a voting method, the next learner is trained
using the mistakes of the previous learners to
generate the complementary basic learners. In
both methods, the basic learners of Naive Bayes,
SVM, KNN, pruned, and unpruned decision trees
are used, and the results are shown in Table 11. It
should be mentioned that the values of parameters
of each basic learner is considered to be equal to
an optimal value mentioned in the previous
sections. Both methods have shown better results
compared to the basic learners alone. In addition,
it should be mentioned that the boosting method
has a higher precision and recall, and a smaller
error compared to the bagging method.

Table 11. Results of combining Naive Bayes, SVM, pruned, and unpruned decision tree using the bagging and boosting
methods for classifying the robot navigation data.

Combination method Bagging Boosting
TP-rate FP-rate Precision RAE TP-rate FP-rate Precision RAE
Performance criterion
99.6% 0.001% 99.6% 1.23% 99.9% 0% 99.9% 0.18%

4. Computational Results
All of the algorithms mentioned in Section 3 are
applied to the wall-following robot navigation
dataset, and the results of the best algorithm are
given in Table 12. The algorithms are coded in
MATLAB and Weka, and run on an Inte]™ Core-
i7 1.8 GHz CPU with 8 GB of RAM. The
performance of these algorithms was compared to
that of wvarious algorithms existing in the
literature, including:
1.LP(2, 4) (without STM): that indicates the
perceptron neural network without short-term

memory, with 2 input neurons and 4 output
neurons [9].

2.ME(2, 4, 4) (without STM): that indicates a
hybrid network of 4 experts without short-term
memory, with 2 input neurons and 4 output
neurons [9].

3.MLP(2, 6, 4) (without STM): that indicates a
multi-layer perceptron neural network with 6
hidden neurons, without short-term memory,
with 2 input neurons, and 4 output neurons [9].

4.LP(20, 4) (with STM): that is a perceptron
neural network with short-term memory, 20
input neurons, and 4 output neurons [9].
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5.Elman (2 + 4, 4, 4) (with STM): that represents an
element network with 6 inputs and 4 output
neurons.

6. Gradient Boost Classifer (GBC) by [30-31].

The following points can be concluded from
Table 12.

e The table is ranked based on the precision of the
learners.

e The improvement regarding the best reported
results based on the precision, TP-rate, FP- rate,
and MSE are 0.1%, 0.1%, 0.001%, and 0.001%.
In other words, the precision and TP-rate are
improved from 99.8% to 99.9%, FP-rate is
improved from 0.001% to 0%, and MSE is
improved from 0.002% to 0.001%.

e Boosting, Gradient Boost Classifer (GBC),
bagging, unpruned Tree, and pruned tree (6 =
107) have given better results compared to the
existing results (grey rows). This ranking
indicates that the employed decision-tree
properly models the discriminant boundaries for
the robot navigation dataset.

o The performance of the applied boosting
method in this work is better than the similar
Gradient Boost Classifer (GBC) method in [30].
This is due to the tuning the parameters of each
basic learner (e.g., Naive Bayes, SVM, KNN,
pruned and unpruned decision trees), and using
these improved values of parameters in the
introduced boosting method.

Table 12. Implementation results of different algorithms on the sensor reading 24 dataset.

Performance criteria

Reference method TP-rate (%) FP-rate (%) Precision (%0) MSE Rank
LP(2, 4) (without STM) 427 55.0 437 0.66 13
ME(2, 4, 4) (without STM) 5.22 74.7 0.07 0.75 14
[9] MLP(2, 6, 4) (without STM) 97.6 1.8 98.2 0.03 6
LP(20, 4) (with STM) 67.1 412 61.2 0.23 12
Elman(2 + 4, 4, 4) (with STM) 96.2 19 98.1 0.06 7
[30] Gradient Boost Classifier (GBC) 99.8 0.001 99.8 0.002 2
Greedy Hypercube 86.2 10.8 88.9 0.11 11
SVM (C =1400) 91.2 9.8 90.3 0.09 10
Bayesian networks (TAN) 92.8 35 96.4 0.03 8
) _ KNN ( k = 1) 86.5 6.9 92.6 0.05 9
This article
Unpruned tree 99.6 0.001 99.6 0.003 4
Pruned tree (¢ =107) 99.3 0.003 99.3 0.005 5
Bagging 99.6 0.001 99.6 0.002 3
Boosting 99.9 0 99.9 0.001 1

4. Conclusions

In this work, the adaptive navigation of the mobile
robot was investigated using various machine
learning methods. Various algorithms were
trained using the information of 3 datasets with 2,
4, and 24 attributes for the “wall-following
navigation task with the mobile robot SCITOS-
G5” dataset, and predicted the future control
strategy for the SCITOS robot. The robot
navigation could be modelled as a pattern
recognition problem in which the models were the
observations of the sensors, and the classes were
the operations performed by the robot. The
employed methods included the following
algorithms:
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e Greedy hypercube classifier and support vector
machine classifier with different penalty factors

e Bayesian network parametric  algorithms
(including Naive Bayes, covariance matric,
TAN, Tabu search, hill climber) with and
without the attribute extraction methods
(including PCA and LDA)

e Semi-parametric algorithms including EM, C-
means, K-means, agglomerative (single and
complete link)

e Non-parametric algorithms used to determine
the density function (including histogram and
kernel estimators) and non-parametric learning
(including KNN with different values ofK ,
pruned and unpruned decision-tree).
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¢ VVoting methods for combining several learning
algorithms including the bagging and boosting

efficiency of the above methods were
compared based on various efficiency
measures  (including  TP-rate, FP-rate,
precision, recall, MSE, and ...). In general,

the efficiency of the decision-tree is better
than the other methods employed in this work
and the previous works, and this method
improves the classification precision, TP-rate,
FP-rate, and MSE of the classes by 0.1%,
0.1%, 0.001%, and 0.001%. Using the
bagging and boosting methods improves the
efficiency of the classifiers; the boosting
method improves the efficiency more than the
bagging method. Among the attribute
extraction methods used for the robot
navigation dataset, LDA performs better than
PCA.
In the future works, other machine learning
algorithms can be wused to improve the
performance criteria, and achieve an accuracy of
100%. In addition, in order to combine the
learners, other combination algorithms like
stacking, mixture of experts or cascading can be
used. The last suggestion for improvement is
using other attribute reduction methods such as
subset selection and attribute extraction methods
such as Factor Analysis (FA), Multi-Dimensional
Scaling (MDS), isometric attribute mapping
(Isomap), and Locally Linear Embedding (LLE).
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