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ON HOMOLOGICAL CLASSIFICATION OF MONOIDS
BY CONDITION (PWP,) OF RIGHT ACTS

H. MOHAMMADZADEH SAANY* AND L. NOURI

ABSTRACT. In this paper, we introduce Condition (PW Ps.) as a
generalization of Condition (PW Pg) of acts over monoids, and
we observe that Condition (PW Ps.) does not imply Condition
(PWPg). In general, we show that Condition (PW P;.) implies
the property of being principally weakly flat, and that in left PSF
monoids, the converse of this implication is also true. Moreover, we
present some general properties and a homological classification of
monoids by comparing Condition (PW P;.) with some other prop-
erties. Finally, we describe left PSF monoids for which S é satisfies
Condition (PW Py.) for any nonempty set I.

1. INTRODUCTION

Throughout this paper, we use S to denote a monoid. We refer
the reader to [, 7] for basic definitions and terminology related to
semigroups and acts over monoids, and to [I, 8, 9] for definitions and
results on flatness properties which are used in the paper.

A right S-act Ag satisfies Condition (P) if for all a,a’ € Ag and
s,s' € S, as = a's’ implies the existence of a” € Ag and u,v € S such
that a = a"u, o’ = a”v and us = vs’. Many papers have been devoted
to the investigation of this property. In 1987, Normak [10] studied
Condition (P). According to the results obtained in [10], Condition
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(P) strictly implies flatness, and pullback flatness strictly implies this
condition.

A right S-act Ag is said to satisfy Condition (F) if as = as’, with
a € Ag and s, € S, implies the existence of a’ € Ag and u € S such
that @ = a’'u and us = us’. It satisfies Condition (E') if for all a € Ag
and s,s',z € S, as = as’ and sz = s’z imply the existence of @’ € Ag
and u € S such that a = a’'u and us = us’. It is obvious that Condition
(E) implies Condition (E').

We say that Ag satisfies Condition (PW P) if as = da's, for a,a’ € Ag
and s € S, implies the existence of a” € Ag and u,v € S such that
a = d"u, d = a"v and us = vs. A right S-act Ag satisfies Condition
(P') if for all a,a’ € Ag and s,t,2 € S, as = at and sz = tz imply
the existence of a” € Ag and u,v € S such that a = a"u, a’ = a"v
and us = vt. It is obvious that Condition (P) implies Condition (P’),
but Condition (P’) does not imply Condition (P). See [2] for further
details. Also, we say that Ag satisfies Condition (EP) if for all a € Ag
and s,t € S, as = at implies the existence of @’ € Ag and u,v € S such
that a = d’u = a’v and us = vt.

Ag satisfies Condition (E'P) if for all a € Ag and s,t,2 € S, as = at
and sz = tz imply the existence of a’ € Ag and u,v € S such that
a = d'u = d'vandus =vt. Ag satisfies Condition (PW Pg) if as = d's,
with a,a’ € Ag and s € S, implies the existence of a” € Ag and
u,v,e? = e, f2 = f € S such that ae = a"ue, a'f = a"vf, es = s = fs,
and us = vs.

A monoid S is called left PP if every principal left ideal of S is
projective, or equivalently, for every s € S there exists an idempotent
e of S such that kerps = kerp.. The monoid S is said to be left
PSF if every principal left ideal of .S is strongly flat, or equivalently, it
satisfies Condition (F). Therefore, S is left PSF if and only if as = bs
for a,b,s € S implies the existence of u € S such that au = bu and
us = s. We say that S is left PC'P (see [1]) (or left P(P); see [11]) if
every principal left ideal of S satisfies Condition (P). It can be easily
checked that a monoid S is left P(P) if and only if as = bs for a,b,s € S
implies the existence of u,v € S such that au = bv and us = vs = s.
The monoid S is called weakly left P(P) if the equalities as = bs and
xb = yb imply the existence of r € S such that zar = yar and rs = s.

The above definitions and [14, Proposition 2.2] show that left
PP = left PSF = left PCP = weakly left P(P). But, as shown
in [7, 14], the converses of these implications are not true in general.
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2. GENERAL PROPERTIES

In this section, we introduce Condition (PW Py.) and present some of
its general properties. Also, we provide characterizations of a monoid
S in terms of Condition (PW Py.) of right S-acts.

Definition 2.1. Let S be a monoid, and let Ag be a right S-act. We
say that Ag satisfies Condition (PW Py.) if as = d's, with a,d’ € Ag
and s € S, implies the existence of " € Ag and u, v, r,r" € S such that
ar = a"ur, a'r’ = d"vr’, rs = s =1r's and us = vs.

In the following diagram, we see the relation between Condition
(PW Py.) and the properties already studied.

/\

(PWKF)

\/

(PWP)

(PW Pg)

Here, the abbreviations stand for the following properties of S-acts.
PW K F=principal weak kernel flatness, PW F=principal weak
flatness, T F'=being torsion-free, SR-T'F'=being MR-torsion free.
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In Theorem 2.2, all statements are easy consequences of the
definition.

Theorem 2.2. The following statements are true.

(1) ©g and Ss satisfy Condition (PW Ps.).
(2) If Ag satisfies Condition (PW Pg), it also satisfies Condition
(PWP,.).
(3) For an idempotent monoid, Condition (PW Pg) and Condition
(PW Py.) are equivalent.
(4) Let As = [ A;, where each A; is a right S-act. If Ag satisfies
el
Condition (PW Ps.), then so does every A;.
(5) If As = [] As, where each A; is a right S-act, then As sat-
i€l
isfies Condition (PW Py.) if and only if A; satisfies Condition
(PW Py..) for everyi € I.
(6) If {B; |i € I} is a chain of subacts of As and every B;, i € I,
satisfies Condition (PW Py.), then |J B; satisfies the condition.
icl
(7) If Ag satisfies Condition (PW Py.), then every retract of As
satisfies Condition (PW Ps.).

In the following example, we show that Condition (PW P.) does not
imply Condition (PW Pg). Note that for a proper right ideal I of S,
A(I) stands for the amalgamated coproduct of two copies of S over I.

Example 2.3. Let S; = {d'|i € N,a'a’ = a"},

So = {b']i € N,b'vY =0}, S3 = {d'|i € N\ {1},d'd’ = d"},
(1,<) be a totally ordered set which has neither the mazimum nor the
minimum element, and Sy = {h*|i € I, m € N} such that

prpe = 00
J h:n-‘rn i=j.
LetT = S, U Sy US3U Sy such that
a"h®* = h'a™ = b" = b"h]* = h'0" and d*h]* = h*d™ = d*. It is
clear that T is a semigroup. Let S =T' and J = Sy. Obviously, A(J)

satisfies Condition (PW Py.). Now, we show that A(J) does not satisfy
Condition (PW Pg). Since

(CLZ?x)dg = (b6’ Z) = (aQ,y)d3,
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and e = 1 is the only idempotent such that ed® = d*, there must be
a’" € A(J) and u,v € S such that (a* z) = a"u, (a*,y) = a’v and
ud® = vd®. Now, note that (a®,z) = a"u implies a”" = (1,z) and
u=a? orad = (a* z) and u = 1. But in either case, (a*,y) # a"v for
every v € S.

Theorem 2.4. If the right S-act Ag satisfies Condition (PW Ps.), then
Ag is principally weakly flat.

Proof. Suppose that A satisfies Condition (PW P;.). Also, assume that
as = a's for a,a’ € A and s € S. Then, there exist ¢ € A and
w,v,r,r" € S such that ar = a"ur, d'r" = d"vr’, rs = s = r’s and
us = vs. Thus,

aRs=a@rs=arXs=durxs=d Qurs =ad" Qus
in A® Ss. Similarly, o’ ® s = a” @ vs in A® Ss. Now, us = vs implies

a®s=ad®sin A® Ss, and so, by [7, Lemma 3.10.1], Ag is principally
weakly flat. O

If S is a left PSF monoid, then the converse of Theorem 2.4 is true.
This is the content of the following theorem.

Theorem 2.5. For a left PSF monoid S, the right S-act Ag is
principally weakly flat if and only if As satisfies Condition (PW Py.).

Proof. Let as = da's, for a,a’ € A and s € S. By our assumption, there
exist n € N, ay,...,a, € A, and s1,t1,...,8,,1, € S such that

a = 181
a1t1 = 2592 S$18 = tlS
a2t2 — a3S3 S985 = tQS
!

Aty = a SpS = t,S.

Since S is left PSF', s1s = t1s implies the existence of v; € S such that
v1s = s and s1v; = tyv;. Then, sov1s = tovys implies the existence of
vy € S such that ves = s and sov1v9 = tov1v9. If v/ = vyvy, then

VS = V1U28 = S, S1U = $1U1V2 = {1U1Vy = 11V, SoU = t90.

Continuing this procedure, there exists ' € S such that v's = s and
sl =t/ for 1 <i<n. Letu=v=1,r =7 =4 and a" = d'.
Then,
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= (ar1t))u' = -+ = (apty,)u' = d'v' = a"ur.
Also, a'r" = d"vr',rs = r's = s,us = vs. So, Ag satisfies Condition
(PW P.), as required. O

Theorem 2.6. Let S be a left PP monoid. Then for every right S-act,
(PW Pg) < (PW Py.) < principally weakly flat.

Proof. This is a direct consequence of Theorem 2.2, Theorem 2.4 and
[3, Theorem 2.5]. O

Theorem 2.7. For a monoid S, the following statements are true.

(1) For every right S-act,

Condition (PWP) = Condition (PWPg) = Condition
(PW Py.) = principally weakly flat = torsion-free.

(2) If S is left PSF, then for every right S-act,

Condition (PWP) = Condition (PWPg) = Condition
(PW P,.) < principally weakly flat = torsion-free.

(3) If S is left PP, then for every right S-act,

Condition (PWP) = Condition (PWPg) < Condition
(PW Py.) < principally weakly flat = torsion-free.

(4) If S is left almost regular, then for every right S-act,
Condition (PWP) = Condition (PWPg) < Condition
(PW Py.) < principally weakly flat < torsion-free.

(5) If S is right cancellative, then for every right S-act,

Condition (PWP) < Condition (PWPg) < Condition
(PW P,.) < principally weakly flat < torsion-free.

Proof. (1) This is obvious, by the definitions of Condition (PW P) and
Condition (PW Pg), Theorem 2.2(2), Theorem 2.4 and [7, Proposition
3.10.3].

(2) This easily follows from (1) and Theorem 2.5.

(3) This is obvious by (1) and Theorem 2.6.

(4) The statement immediately follows from (1), Theorem 2.6 and
[7, Theorem 4.6.5].

(5) Every right cancellative monoid is left almost regular. Thus, Con-
dition (PW Pg) < Condition (PW P,.) < principally weakly flat <
torsion-free, by (4). Since S is right cancellative, we obtain
E(S) = {1}, and so Conditions (PWP) and (PW Pg) are equiva-
lent. 0J
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In what follows, we use Condition (PW Py.) to find several equivalent
formulations of the regularity of a monoid S.

Theorem 2.8. The following statements are equivalent.

(1) All right S-acts satisfy Condition (PW Py.).

(2) All finitely generated right S-acts satisfy Condition (PW Pi.).

(3) All cyclic right S-acts satisfy Condition (PW Pi.).

(4) All monocyclic right S-acts satisfy Condition (PW Ps.).

(5) All monocyclic right S-acts of the form S/p(s, s*) (s € S) satisfy

Condition (PW Py.).

(6) All right Rees factor S-acts satisfy Condition (PW Pi.).

(7) All right Rees factor S-acts of the form S/sS (s € S) satisfy
Condition (PW Py.).

(8) S is regular.

Proof. Tmplications (1) = (2) = (3) = (4) = (5) and (3) = (6) = (7)
are obvious.

(5) = (8) All monocyclic right S-acts of the form S/p(s, s?) (s € S)
are principally weakly flat, by the assumption and Theorem 2.7(1).
Thus, by [7, Theorem 4.6.6], S is regular.

(7) = (8) All right Rees factor S-acts of the form S/sS (s € S) are
principally weakly flat, by Theorem 2.7(1) and the assumption. Thus,
by [7, Theorem 4.6.6], S is regular.

(8) = (1) All right S-acts are principally weakly flat, by [7, Theorem
4.6.6]. Since every regular monoid is left PP, all right S-acts satisfy
Condition (PW Py.), by Theorem 2.6. O

3
4
5

Theorem 2.9. The following statements are equivalent.

(1) All right S-acts satisfy Condition (PW Py,).

(2) Ewvery right S-act satisfying Condition (E'P) also satisfies Con-
dition (PW Ps.).

(3) Ewvery right S-act satisfying Condition (E') also satisfies Con-
dition (PW Ps.).

(4) Every right S-act satisfying Condition (EP) also satisfies Con-
dition (PW Ps.).

(5) Every right S-act satisfying Condition (E) also satisfies Condi-
tion (PW Ps.).

(6) S is regular.

Proof. Implications (1) = (2) = (3) = (5) and (2) = (4) = (5) are
obvious.
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(5) = (6). Let s € S. If s§ = 9, then there exists x € S such that
sx = 1. Thus sxs = s and so, s is a regular element of S.
Let sS # 5. Put

As = A(sS) = {(l,z)| 1 € S\ sS}U sSU{(t,y)| t € S\ sS}.
It is obvious that Bg = {(l,z)| l € S\ sS}UsS and
Cs ={(t,y)| t € S\ sS}UsS

are subacts of A isomorphic to S. Since S satisfies Condition (E),
Bg and Cg satisfy Condition (£), and so, Ag satisfies Condition (E).
Hence, by the assumption, Ag satisfies Condition (PW Py.). Since
(1,z)s = (1,y)s, there exist a € Ag and w,v,r,7’ € S such that
(Lz)r = aur, (Ly)r' = avr, rs = s = r’s and us = vs. Now,
(1,z)r = aur and (1,y)r" = avr’ imply that either r € sS or v’ € sS. If
r € S, then there exists s’ € S such that r = ss’, and so, s = rs = ss's.
Thus, s is a regular element of S. Similarly, v’ € sS implies that s is a
regular element of S, that is, S is regular.

(6) = (1) The proof is straightforward by Theorem 2.8. O

Notice that if sS # S for some s € S, then A(sS) = (1,2)SU(1,y)S.
So, Theorem 2.9 is also valid for finitely generated right S-acts as well
as for right S-acts generated by exactly two elements.

Theorem 2.10. The following statements are equivalent.

(1) All right S-acts satisfy Condition (PW Py.).

(2) All generator right S-acts satisfy Condition (PW Pi.).

(3) All finitely generated generator right S-acts satisfy Condition
(PW Py.).

(4) All generator right S-acts generated by at most three elements
satisfy Condition (PW Ps.).

(5) If As is any generator right S-act, then S x Ag satisfies
Condition (PW Py.).

(6) If Ag is any finitely generated generator right S-act, then S x Ag
satisfies Condition (PW Py.).

(7) If As is any generator right S-act generated by at most three
elements, then S x Ag satisfies Condition (PW Py,).

(8) If Ag is any right S-act, then Sx Ag satisfies Condition (PW Py.).

(9) If Ag is any finitely generated right S-act, then S X Ag satisfies
Condition (PW Ps.).

(10) If As is any right S-act generated by at most two elements, then

S x Ag satisfies Condition (PW Ps.).
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(11) The right S-act Ag satisfies Condition (PW Py.) if
Hom(Ag, Ss) # 0.

(12) The finitely generated right S-act Ag satisfies Condition
(PWP,,) if Hom(Ag, Ss) # 0.

(13) The right S-act As generated by at most two elements satisfies
Condition (PW Py.) if Hom(Ag, Ss) # 0.

(14) S is regular.

Proof. Implications (1) = (2) = (3) = (4), (1) = (5) = (6) = (7),
(8) = (9) = (10) and (1) = (11) = (12) = (13) are obvious.

(1) < (14) This follows from Theorem 2.8.

(2) = (8) Let Ag be a right S-act. Since

W:SXAS%SS
(s,a) s

is an epimorphism, the right S-act S x Ag is a generator, and so satisfies
Condition (PW Ps.).

(10) = (1) Let Ag be an arbitrary right S-act, and as = d’s, for
a,a’ € Ag and s € S. Let Ay =aSUd'S. Then Af is a subact of Ag
which is generated by at most two elements, and so by the assumption,
the right S-act S x A% satisfies Condition (PW P.). Hence,

(1,a)s = (1,d')s

implies the existence of (w,a”) € S x A5 and u,v,r,7’" € S such that
(La)r = (w,a")ur, (1,a")r" = (w,a")vr’; rs = s =r's, and us = vs.
Thus, ar = a"ur, a'v' = d"vr’, rs = s = r's, and us = vs, that is, Ag
satisfies Condition (PW Pi.).

(13) = (2) Let Ag be a generator right S-act, and as = a's, for
a,a’ € Agand s € S. Let A5 =aSUda'S. Then A% is a subact of Ag
which is generated by at most two elements. Since Ag is a generator,
there exists an epimorphism 7 : Ag — Sg, that is, 7|ay : Ay — Ss
is an S-homomorphism, in the sense that Hom(A%, Ss) # 0. So, by
the assumption, A% satisfies condition (PW P,.). Now, the equality
as = a's in A% implies the existence of a” € Ay C Ag and u,v,r,r"' € S
such that ar = a"ur, o'’ = a"vr’, rs = s = r's, and us = vs. Hence,
Ag satisfies Condition (PW Ps.).

(7) = (2) Let Ag be a generator right S-act and as = d's, for s € S
and a,a’ € Ag. Since Ag is a generator, there exists an epimorphism
m: Ag — Ss. Let m(2) = 1. Put AY = aS Ud'SU=2zS. Then, A%
is a subact of Ag generated by at most three elements. Obviously,
7| Ay ¢ Ag — S is an epimorphism and so, A% is a generator. Thus, by
the assumption, S x A} satisfies Condition (PW Ps.). Now, as = d's




268 MOHAMMADZADEH SAANY AND NOURI

implies that (1,a)s = (1,a’)s in S x A%, and so by the definition, there
exist (w,a”) € S x A% and w,v,r,r" € S such that (1,a)r = (w,a”)ur,
(L,d")r" = (w,a")vr’, rs = s = r's and us = vs. Thus, ar = a"ur,
ar’ =a’vr’, rs = s =r's and us = vs, that is, Ag satisfies Condition
(PW Ps.).

(4) = (2) Let Ag be a generator right S-act and as = d's, for
a,a € Ag and s € S. Since Ag is a generator, there exists an
epimorphism 7 : Ag — Sg. Let m(z) = 1 and Ay = aS U 'S U 2S.
Obviously, A% is a subact of Ag generated by at most three elements,
and 7| Ay Ay — Sg is an epimorphism. Thus Aj is a generator, and
so by the assumption, A% satisfies Condition (PW Ps.). Hence, the
equality as = a's in A% implies the existence of a” € AL C Ag and
w,v,r,r" € S such that ar = a"ur, d'r’ = d"vr’, rs = s = r’s and
us = vs. Therefore, Ag satisfies Condition (PW P;.), as required. [J

Theorem 2.11. The following statements are equivalent.

(1) All torsion-free right S-acts satisfy Condition (PW Pi.).

(2) All torsion-free finitely generated right S-acts satisfy Condition
(PWP,,).

(3) All torsion-free cyclic right S-acts satisfy Condition (PW Py,).

(4) All torsion-free Rees factor right S-acts satisfy Condition
(PW Py.).

(5) S is left almost regular.

Proof. Tmplications (1) = (2) = (3) = (4) are obvious.

(4) = (5) By Theorem 2.4 and by the assumption, all torsion-free
Rees factor right S-acts are principally weakly flat. So, S is left almost
regular, by [7, Theorem 4.6.5].

(5) = (1) By [3, Theorem 3.4], all torsion-free right S-acts satisfy
Condition (PW Pg). Thus, all torsion-free right S-acts satisfy Condi-
tion (PW Py.), by Theorem 2.2(2). O

Recall from [16] that Ag is called R-torsion free, if for every a,b € Ag
and any right cancellable ¢ € S, ac = bc and aRb imply a = b, where
R is Green’s equivalence.

Theorem 2.12. The following statements are equivalent.

(1) All right S-acts satisfy Condition (PW Py.).

(2) All R-torsion free right S-acts satisfy Condition (PW Pi.).

(3) All R-torsion free finitely generated right S-acts satisfy
Condition (PW Py.).
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(4) All R-torsion free right S-acts generated by at most two
elements satisfy Condition (PW Ps.).

(5) AllR-torsion free right S-acts generated by exactly two elements
satisfy Condition (PW Ps.).

(6) S is regular.

Proof. Implications (1) = (2) = (3) = (4) = (5) are obvious.
(5) = (6) Let s € S. If sS = S, then there exists x € S such that
sr = 1. Thus sxs = s, and so s is regular. Let sS # S. Put

As = A(sS) = {(l,z)| L € S\ sS}UsSU{(t,y)| t € S\ sS}.
Then,
Bs = {(l, )|l € S\sS}UsS = Sg = {(t,y)|t € S\sS}UsS = Cg

and
Ag = <(1,:E), (1>y)> = (17‘7:)5 U (17y)S = Bs UCs.

By the proof of (5) = (6) in Theorem 2.9, Ag is a right S-act that is
generated by exactly two elements, namely, (1,z) and (1,y), and also
satisfies Condition (E). Every right S-act satisfying Condition (FE) is
R-torsion free, by [16, Proposition 1.2]. Thus, Ag is R-torsion free.
So, it satisfies Condition (PW P,.) by the assumption. Hence, by the
proof of (5) = (6) in Theorem 2.9, s is regular. Therefore, S is regular,
as required.

(6) = (1). This follows from Theorem 2.8. O

We recall from [7] that the right S-act Ag is (strongly) faithful if
for s,t € S, the validity of as = at for (some) all a € Ag implies the
equality s = t.

Notation 2.13. We use C; (C,) to denote the set of all left (right)
cancellable elements of S.

Lemma 2.14. [0, Lemma 3.7] The following statements are equivalent.

(1) There exists at least one strongly faithful right S-act.
(2) As an S-act, sS is strongly faithful, for every s € S.
(3) As an S-act, Ss is strongly faithful.

(4) For every s € S, sS C (.

(5) S is left cancellative.

Theorem 2.15. The following statements are equivalent.

(1) All strongly faithful right S-acts satisfy Condition (PW Pi.).
(2) All finitely generated strongly faithful right S-acts satisfy
Condition (PW Ps.).
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(3) All strongly faithful right S-acts generated by at most two
elements satisfy Condition (PW Ps.).

(4) All strongly faithful right S-acts generated by ezactly two
elements satisfy Condition (PW Ps.).

(5) S is not left cancellative or it is a group.

Proof. Tmplications (1) = (2) = (3) = (4) are obvious.

(4) = (5) Suppose that S is left cancellative, and that s € S. If
sS = S, then there exists ¢ € S such that sz = 1. Since S is left
cancellative, zs = 1, that is, s is left invertible. Now, let sS # S. Put

As = A(sS) = {(l,z)| 1 € S\ sS}UsSU{(t,y)| t € S\ sS}.
Then,
Bs = {(l, )|l € S\sS}UsS = Sg = {(t,y)|t € S\sS}UsS = Cy

and
As =((Lz),(L,y)) = (L,2)SU (1,y)S = Bs U Cs.

Since S is left cancellative, Lemma 2.14 shows that Sg is strongly
faithful. By the above isomorphisms, Bg and Cg are strongly faithful
as subacts of Ag. So, Ag is strongly faithful. Since Ag is generated by
exactly two elements, namely, (1,z) and (1,y), by the assumption, Ag
satisfies Condition (PW Ps.). By the proof of (5) = (6) in Theorem
2.9, s is regular. Thus, there exists x € S such that sxs = s. Since S
is left cancellative, xs = 1. Hence, every element in S has a left inverse
and so, S is a group.

(5) = (1) If S is not left cancellative, then by Lemma 2.14, no
strongly faithful right S-act exists. Thus, (1) is satisfied. If S is a
group, then S is regular and so, (1) is satisfied by Theorem 2.8. O

Theorem 2.16. The following statements are equivalent.

(1) All right S-acts satisfy Condition (PW Py.).

(2) All faithful right S-acts satisfy Condition (PW Py.).

(3) All finitely generated faithful right S-acts satisfy Condition
(PWP.).

(4) All faithful right S-acts generated by at most two elements
satisfy Condition (PW Pi.).

(5) All faithful right S-acts generated by ezxactly two elements
satisfy Condition (PW Ps.).

(6) S is regular.

Proof. Implications (1) = (2) = (3) = (4) = (5) are obvious.
(5) = (6) Let s € S. If sS = S, then there exists z € S such that
sr = 1. Thus sxs = s and so, s is regular. Now, let sS # S. Put
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As =A(sS) ={(l,z)| L € S\ sS}UsSU{(t,y)| t € S\ sS}.
Then,
Bs = {(l,z)|l € S\sS}UsS = Sg = {(t,y)|t € S\sS}UsS = Cs

and
As =((1,2),(Ly)) = (1,2)SU(1,y)S = Bs U s.

Since Sg is faithful, Bg and Cg are faithful as subacts of Ag. So, Ag is
faithful. Since Ag is generated by exactly two elements, namely, (1, z)
and (1,y), by the assumption, Ag satisfies Condition (PW P;.). Using
an argument similar to the one utilized in the proof of

(5) = (6) in Theorem 2.9, we conclude that s is regular. Therefore,
S is regular, as required.

(6) = (1) This follows from Theorem 2.8. O

For fixed elements u,v € S, define a binary relation P,, on S by
(x,y) € Py & uxr =vy (x,y € 9).
Recall that an act is called cofree whenever it is isomorphic to the act

X = {f|f is a mapping from S into X}, for some nonempty set X,
where fs is defined by fs(t) = f(st) for f € X° and s,t € S.

Theorem 2.17. The following statements are equivalent.

(1) All fg-weakly injective right S-acts satisfy Condition (PW Py.).
(2) All weakly injective right S-acts satisfy Condition (PW Py.).
(3) All injective right S-acts satisfy Condition (PW Py.).
(4) All cofree right S-acts satisfy Condition (PW Ps.).
(5) For every s € S, there existu,v,r, " € S such thatrs = s =1's,

us = vs, and the following conditions are satisfied.

(l) Pur,vr’ g Pr,s o ker )\s © Ps,r"
(17) ker A\, N (rS x rS) C Ag.
(7i1) ker A, N ('S x 1'9) C Ag.

Proof. Implications (1) = (2) = (3) = (4) are obvious.
(4) = (5) Suppose that s € S. Also, let Sy and Sy be two sets such
that |S1| = |Ss| = |S|. Assume that a: S — S; and

B:S-)SQ

are bijections. Let X = S/ker \,US;US;. Define the mappings
f,g:5— X by

flz) = {[y]ker)\s if there existsy € S; © = sy

a(x) ifreS\sS
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and

[Ylgera, if there existsy € S; x = sy

g(x) =

B(x) ifzxeS\sS.
If there exist y1,y2 € S such that sy; = syo, then (y1,y2) € ker A,
which implies that f(sy;) = f(sy2). So, f is well-defined. Similarly, it
follows that g is well-defined. The right S-act X*° is cofree and so, it
satisfies Condition (PW Ps.). According to our definition of f and g,
fs = gs. Thus, there exist u,v,r,7’ € S and a map h : S — X such
that fr = hur, gr' = hvr', rs = s = r’s and us = vs. Now, we show
that the statements (i), (ii) and (i4i) are true.

(i) Let (I1,13) € Py, Iy, 1o € S. Then urly = vr'ly and so,
f(rly) = (fr)(ly) = (hur)(ly) = h(urly) = h(vr'ly)
= (hvr')(l2) = (gr)(l2) = g(r'la).

Our definition of f and g gives us y1,y» € S such that rl; = sy; and
r'ly = syo. Thus,

Wilkerr, = f(rl) = g(r'l2) = [Yolker a,

that is, sy; = sy.. Now, rly = syi, sy; = sy and sy = r'ly
imply (I1,1y1) € Prs, (y1,y2) € ker Ay and (y2,la) € Ps,, respectively.
Therefore, (I1,13) € P,soker As0 Py . Thus Py C P.soker Ago Py,
and so, (i) is satisfied.

(1) Let (t1,t2) € ker A, N (rS x rS), t1,t9 € S. Then ut; = uty and
there exist wq, wy € S such that t; = rw; and ty = rw,. Thus

urwy, = uty = uly = urws,
which implies
Jlrwy) = (fr)(w) = (hur) (w;) = h(urw,) = hlurw,)
= (hur)(ws) = (fr)(w2) = f(rws).

Having in mind the definition of f, we consider two cases as follows.
Case 1. If rwy, rwe € S\sS, then f(rw;) = f(rws) implies

a(rwy) = a(rws).
Thus, t; = rw; = rwy = ts.
Case 2. If rwy,rws € sS, then there exist y;,yo € S such that
rwy; = sy; and rwy = sys. Thus
[yl]ker/\s = f(Twl) = f(rwg) = [yQ]ker,\s,
which implies (y1,y2) € ker A;. Hence
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l1 = rwy = sy1 = SYs = rws = ta,

that is, ker A\, N (rS x rS) C Ag, as required. The proof of (i) is
similar to that of (ii).

(5) = (1) Suppose that Ag is fg-weakly injective, and that as = da's
for a,a’ € Ag and s € S. By the assumption, there exist u,v,r,r’ € S
such that rs = s = 1’s,us = vs and statements (1), (i), (i7i) are true.
Define a mapping ¢ : urS Uvr’'S — Ag by

arp dpeS: x=urp
p(r) =

ar'q dgeS: x=wvry.
First, we show that ¢ is well-defined. If there exist p,q € S such that
urp = vr'q, then (p,q) € Puyrww. By (i), there exist yi,y, € S such
that (p,y1) € Prs, (y1,y2) € ker A\; and (y2,q) € Ps,s. Thus, rp = sy,
sy1 = sys and sy, = r'q. Hence, arp = asy, = a'sy; = a’sy, = a'r'q.

If there exist pi, ps € S such that urp; = urp,, then

(rp1,rps) € ker A\, N (rS x rS).
Now, by (ii), rpy = rpy and so arp; = arps. If there exist ¢1,q2 € S
such that vr’q; = vr'qe, then by (iii),
a'r'gy = a'r'g.
So, ¢ is well-defined. It is clear that ¢ is an S-homomorphism. Since Ag
is fg-weakly injective, there exists an S-homomorphism v : Sg — Ag
such that ¥|ursuums = . Put @” = ¢(1). Then
ar = @(ur) = Y(ur) = Y(D)ur = a"ur
and a'r’ = p(vr') = Y(vr') = Y(1)vr’ = a’vr’; that is, Ag satisfies
Condition (PW Py.). O
Lemma 2.18. The following statements are true.
(1) (Vs € S)(Prsoker A\;0 Poy = (sS x sS) N Ag).
(2) (Vu,v,s €55)
[(us =vs, Py, C (sS % 8S)NAg) < (Puy = (sS x s5)NAg)].
Proof. (1) Let s € S. For ly,l, € 5,

[(l1,l3) € Prsoker Ay o Py [(Fy1, 92 € S)(l1,11) € Pus,
(y1,92) € ker A, (y2,la) € P 1]
(31,92 € 5)

L = sy1 = syz = lo]

=
=
<> (Iy,13) € (sS x sS) N Ag].
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So, statement (1) is true.

(2) Let us = vs and P,, C (sS x s5) N Ag, for u,v,s € S. Now,
let (I1,1l3) € (sS x sS) N Ag. Then, there exist y;,y2 € S such that
SY1 = ll = l2 = SY2. Thus

uly = usy; = vsy; = vsys = vlo,
which implies (I1,l) € P,, and so, (sS x sS) N Ag C P,,. Therefore,

P,, = (sS x sS)N Ag.
Conversely, suppose that

P,,=(s9 xs5)NAg.

Since (s,s) € (sS x s8) N Ag = P,,, us = vs, statement (2) is also
true. O

Theorem 2.19. The following statements are equivalent.
(1) All fg-weakly injective right S-acts satisfy Condition (PW P).
(2) All weakly injective right S-acts satisfy Condition (PW P).
(3) All injective right S-acts satisfy Condition (PW P).
(4) All cofree right S-acts satisfy Condition (PW P).
(5) For every s € S, there exist u,v € S such that us = vs and
ker A\, = ker A\, = Ag, P,, C P soker Ao P ;.
(6) For every s € S, there exist u,v € S such that
ker \, =ker A\, = Ag, P,, = Py soker \; 0 Ps .
(7) For every s € S, there exist u,v € S such that us = vs and
ker A, = ker A\, = Ag, P, , C (55 x s5) N Ag.
(8) For every s € S, there exist u,v € S such that
ker A, = ker A\, = Ag, P,, = (s5 x sS) N Ag.

Proof. Letting r = 7' = 1 in Theorem 2.17, we find that statements
(1) — (5) are equivalent. Also, Lemma 2.18 shows that statements
(5) — (8) are equivalent. O

In the following theorems, we present classifications of monoids when
Condition (PW Py.) of acts implies other properties.

Theorem 2.20. The following statements are equivalent.

(1) Any right S-act satisfying Condition (PW Pg) is a generator.

(2) Any finitely generated right S-act satisfying Condition (PW Pg)
1S a generator.

(3) Any cyclic right S-act satisfying Condition (PW Pg) is a
generator.

(4) Any Rees factor right S-act satisfying Condition (PW Pg) is a
generator.
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(5) §=A{1}.
Proof. Implications (5) = (1) = (2) = (3) = (4) are obvious.
(4) = (5) By [3, Theorem 2.2(2)], ©g = S/Sg satisfies Condition
(PW Pg). Hence, by the assumption, ©Og = S/Sg is a generator. Then,
there exists an epimorphism 7 : ©g — Sg, which implies S = {1}. O

Corollary 2.21. The following statements are equivalent.
(1) Any right S-act satisfying Condition (PW Py.) is a generator.
(2) Any finitely generated right S-act satisfying Condition (PW Pj.)
1S a generator.
(3) Any cyclic right S-act satisfying Condition (PW Py.) is a
generator.
(4) Any right Rees factor act of S satisfying Condition (PW Psy.) is
a generator.
(5) §=A{1}.
Proof. Implications (5) = (1) = (2) = (3) = (4) are obvious.
(4) = (5) This follows from Theorem 2.2(2) and Theorem 2.20. [

Corollary 2.22. The following statements are equivalent.

(1) All right S-acts satisfying Condition (PW Py.) are free.
(2) Any right S-act satisfying Condition (PW Py.) is a projective
generator.
(3) All finitely generated right S-acts satisfying Condition (PW P;.)
are free.
(4) Any finitely generated right S-act satisfying Condition (PW Ps.)
1S a projective generator.
(5) All cyclic right S-acts satisfying Condition (PW Py.) are free.
(6) Any cyclic right S-act satisfying Condition (PW Py.) is a
projective generator.
(7) All right Rees factor S-acts satisfying Condition (PW Py.) are
free.
(8) Any right Rees factor S-act satisfying Condition (PW P.) is a
projective generator.
(9) S ={1}.
Proof. Since free = projective generator = generator, the proof is
straightforward by Corollary 2.21. U

Recall from [7] that a right ideal Kg of S satisfies Condition (LU) if
for every k € Kg, there exists [ € Kg such that [k = k.

Lemma 2.23. [0, Lemma 3.12] Let S be a monoid such that S # C,.
Then, the following statements are true.
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(1) I = S\ C, is a proper right ideal of S.

(2) S/I (I =8\C,) is a torsion-free right S-act.

(3) If S is left PSF, then the right ideal I = S \ C, satisfies
Condition (LU).

We recall from [12] that Ag is called GP-flat if for every s € S and
a,a’ € Ag, a®s=ad ®sin Ag ® S implies the existence of a natural
number n such that a ® s” = ¢’ ® s™ in Ag ® Ss™. Also, we recall from
[15] that an act Ag is called strongly torsion-free if for any a,b € Ag
and any s € S, the equality as = bs implies a = b.

Remark 2.24. Note that in Act-S, strongly torsion-free = Condition
(PWP) = Condition (PW Pg) = Condition (PW P.) = principally
weakly flat. Hence, we can add Condition (PW P,.) to [0, Lemma
3.13]. Also, by Theorem 2.5, the property () in [0, Theorem 3.14] can
be considered as Condition (PW P.).

We recall from [0] that the right S-act Ag satisfies Condition
(PWPg.) if as = d's, for a,a’ € Ag and s € S, implies the
existence of r € S such that ar = a'r and rs = s. It is easy to
see that,

Condition( PW Pys.) = Condition(PW Py,)

Also, Sg satisfies Condition (PW Pg,.) if and only if S is left PSF' (right
semi-cancellative), by [0, Theorem 2.2].

Theorem 2.25. The following statements are equivalent.

(1) All right S-acts satisfying Condition (PW Ps.) are principally
weakly kernel flat and satisfy Condition (PW Pig.).

(2) All right S-acts satisfying Condition (PW Py.) are translation
kernel flat and satisfy Condition (PW Pss.).

(3) All right S-acts satisfying Condition (PW Py.) satisfy
Conditions (PW P) and (PW Pis.).

(4) All right S-acts satisfying Condition (PW Ps.) satisfy
Conditions (P') and (PW Pig.).

(5) S s right cancellative.

Proof. Implications (1) = (2) = (3) and (4) = (3) are obvious.

(3) = (5) By Theorem 2.2(1), Sg satisfies Condition (PW Pi.).
Thus, by the assumption, Sg satisfies Condition (PW Ps,.) and so, S
is left PSF. Also, by the assumption, all right S-acts satisfying
Condition (PWP,.) satisfy Condition (PWP). Thus, S is right
cancellative, by [0, Theorem 3.14].

(5) = (4) All right S-acts satisfying Condition (PW Ps.) satisfy
Condition (P’), by [0, Theorem 3.14]. Now, we show that all right
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S-acts satisfying Condition (PW Py.) satisfy Conditions (PW Psg.).
Suppose that Ag satisfies Condition (PWPy.) and as = da's, for
a,a’ € Ag and s € S. Since Ag satisfies Condition (PW Py.), there
exist a”’ € Ag and w,v,r,r" € S such that ar = a"ur, a'r" = a"vr’,
rs = s =1's, and us = vs. Since S is right cancellative, r = 1’ = 1
and u = v. Hence a = @’ and so, Ag satisfies Condition (PW Pyg.).

(5) = (1). All right S-acts satisfying Condition (PWP,.) are
principally weakly kernel flat, by [0, Theorem 3.14]. Also, by the proof
of (5) = (4), all right S-acts satisfying Condition (PW Py.) satisfy
Condition (PW Pg.), and so, we are done. O

Theorem 2.26. The following statements are equivalent.

(1) All right S-acts satisfying Condition (PW Pg) are (strongly)
faithful.

(2) All finitely generated right S-acts satisfying Condition (PW Pg)
are (strongly) faithful.

(3) All cyclic right S-acts satisfying Condition (PW Pg) are
(strongly) faithful.

(4) All right Rees factor S-acts satisfying Condition (PW Pg) are
(strongly) faithful.

(5) 5 = {1}.

Proof. Implications (5) = (1) = (2) = (3) = (4) are obvious.

(4) = (5) The right Rees factor S/Ss = Og satisfies Condition
(PW Pg). Thus, by the assumption, Og is (strongly) faithful. So,
S ={1}. O

Using an argument similar to the one utilized in the proof of the
above theorem, we obtain the following result.

Theorem 2.27. The following statements are equivalent.

(1) All right S-acts satisfying Condition (PW Py.) are (strongly)
faithful.

(2) All finitely generated right S-acts satisfying Condition (PW P;.)
are (strongly) faithful.

(3) All cyclic right S-acts satisfying Condition (PW Py.) are
(strongly) faithful.

(4) All right Rees factor S-acts satisfying Condition (PW Py.) are
(strongly) faithful.

(5) §=A{1}.
Theorem 2.28. The following statements are equivalent.

(1) All right S-acts satisfying Condition (PW Pg) are strongly
torsion-free.
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(2) All finitely generated right S-acts satisfying Condition (PW Pg)
are strongly torsion-free.

(3) All cyclic right S-acts satisfying Condition (PW Pg) are strongly
torsion-free.

(4) S is right cancellative.

Proof. Tmplications (1) = (2) = (3) are obvious.

(3) = (4) The cyclic right S-act S satisfies Condition (PW Pg), by
[3, Theorem 2.2]. So, it is strongly torsion-free, by the assumption.
Thus, S is right cancellative by [15, Proposition 2.1].

(4) = (1) This follows from Remark 2.24. O

Theorem 2.29. The following statements are equivalent.

(1) All right S-acts satisfying Condition (PW Py.) are strongly
torsion-free.

(2) All finitely generated right S-acts satisfying Condition (PW Pj.)
are strongly torsion-free.

(3) All cyclic right S-acts satisfying Condition (PW Py.) are strongly
torsion-free.

(4) S is right cancellative.

Proof. Implications (1) = (2) = (3) are obvious.

(3) = (4) All cyclic right S-acts satisfying Condition (PW Pg) are
strongly torsion-free, by Theorem 2.2(2). Thus, S is right cancellative
by Theorem 2.28.

(4) = (1) This follows from Remark 2.24. O

Theorem 2.30. The following statements are equivalent.

(1) All right S-acts satisfying Condition (PW P.) satisfy Condition
(PWP,,).

(2) All finitely generated right S-acts satisfying Condition (PW Ps.)
satisfy Condition (PW Piyg.).

(3) All cyclic right S-acts satisfying Condition (PW Py.) satisfy
Condition (PW Pi.).

(4) All monocyclic right S-acts satisfying Condition (PW Pj.)
satisfy Condition (PW Pi.).

(5) S is left PSF.

Proof. Tmplications (1) = (2) = (3) = (4) are obvious.

(4) = (5) The monocyclic right S-act Sg = S/Ag = S/p(s,s),
s € S, satisfies Condition (PW P,.). So, it satisfies Condition (PW Pi.).
Thus, S is left PSF by [0, Theorem 2.2].
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(5) = (1) Suppose that Ag satisfies Condition (PW Ps.). Then, Ag
is principally weakly flat by Theorem 2.4. So, Ag satisfies Condition
(PW Pq.) by [0, Theorem 2.8]. O

Theorem 2.31. The following statements are equivalent.

(1) All right S-acts satisfying Condition (PW Py.) are divisible.

(2) All finitely generated right S-acts satisfying Condition (PW Ps.)
are divisible.

(3) All cyclic right S-acts satisfying Condition (PW Py.) are
divisible.

(4) All monocyclic right S-acts satisfying Condition (PW Py.) are
divisible.

(5) All right S-acts are divisible.

(6) For every c € Cy, Sc=S.

Proof. Implications (1) = (2) = (3) = (4) are obvious.

(4) = (5) The monocyclic right S-act Sg = S/ As= S/p(s,s),s € S,
satisfies Condition (PW P,.). So, Ss is divisible, by the assumption.
Hence, all right S-acts are divisible by [7, Proposition 4.2.2].

(5) = (6) Every left cancellable element of S is left invertible, by
[7, Proposition 4.2.2]. So, Sc¢ = S for every ¢ € ().

(6) = (1). All right S-acts are divisible, by [7, Proposition 4.2.2].
So, all right S-acts satisfying Condition (PW P;.) are divisible. OJ

Recall from [14] that for S, the Cartesian product S x S, equipped
with the right S-action (s,t)u = (su,tu), for s,t,u € S, is called the
diagonal act of S. It is denoted by D(SS).

Theorem 2.32. The following statements are equivalent.

(1) S is left PSF.

(2) S is left P(P), and S% satisfies Condition (PW Py.) for every
n € N.

(3) S is weakly left P(P), and S% satisfies Condition (PW Ps.) for
every n € N.

(4) S is left P(P) and D(S) satisfies Condition (PW Py.).

(5) S is weakly left P(P) and D(S) satisfies Condition (PW Py.).

Proof. Tmplications (2) = (3), (4) = (5), (2) = (4) and (3) = (5) are
obvious.

(1) = (2) Every left PSF monoid is left P(P). By [L1, Corollary
2.16], S is principally weakly flat, for every n € N. So, Theorem 2.5
shows that S% satisfies Condition (PW Ps,.), for every n € N.

(5) = (1) D(S) is principally weakly flat, by Theorem 2.4. Thus, by
[141, Theorem 2.5], S is left PSF. O
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Theorem 2.33. Let S be a commutative monoid. Then, the following
statements are equivalent.

(1) S is left PSF.

(2) S satisfies Condition (PW Ps.), for every n € N.

(3) D(S) satisfies Condition (PW Ps.).

Proof. Implication (1) = (2) follows from Theorem 2.32.
Implication (2) = (3) is obvious.
(3) = (1) This follows from Theorem 2.4 and [I, Proposition 3.2].
0

In the following theorem, we present some conditions for a monoid
which are equivalent to the property of being left PP.

Theorem 2.34. The following statements are equivalent.

(1) S is left PP.

(2) S is left PSF and the submonoid [1]xer,, of S, s € S, contains
a right zero.

(3) S is left P(P) and the submonoid [1)xe,, of S, s € S, contains
a right zero.

(4) S is left PSF and SL satisfies Condition (PWP,.), for any
nonempty set I.

(5) S is left PSF and S3*° satisfies Condition (PW P.).

(6) S is left P(P) and S% satisfies Condition (PW P..), for any
nonempty set I.

(7) S is left P(P) and S3*° satisfies Condition (PW P..).

(8) S is weakly left P(P) and SL satisfies Condition (PW Py.), for
any nonempty set I.

(9) S is weakly left P(P) and S5*° satisfies Condition (PW P,.).

Proof. Tmplications (2) = (3), (4) = (5) = (7) = (9) and (4) =
(6) = (8) = (9) are obvious, because left PSF = left P(P) = weakly
left P(P).

(1) = (2) It is clear that every left PP monoid is left PSF. Now,
we show that [1]kerp,, S € S, contains a right zero. By the assumption,
there exists e € E(S) such that ker p; = ker p.. Now,

(1,e) € ker p, = ker py

and thus, e € [1kerp, If t € [1]kerp,, then (1,t) € ker p,, which implies
te = e, that is, e is a right zero of the submonoid [1]ker p, -

(3) = (1) Let s € S and e be a right zero of [1]xe,,. We claim that
ker p; = ker p.. Let (I1,12) € ker p,. Since € € [1|xerp,, s = es. Thus,
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l1s = lies = lyes = Iys

and so, (I1,1s) € ker p;. Hence, ker p. C ker ps. Now, let (z,y) € ker p;.
Since S is left P(P), there exist u,v € S such that s = us = vs and
ru = yv. From s = us = vs we deduce that (1,u),(1,v) € ker ps.
S0, 4,0 € [llkerp,. Since e is a right zero of [1|ker,,, ue = e and
ve = e. Then, xu = yv implies that xre = rue = yve = ye, that is,
(x,y) € ker p.. Thus ker p; = ker p., which implies that S is left PP.

(1) = (4) By [14, Corollary 2.6], SL is principally weakly flat. Thus,
by Theorem 2.6, S% satisfies Condition (PW P,.) for any nonempty set
1.

(9) = (1) By Theorem 2.4, S is weakly left P(P) and S5 is princi-
pally weakly flat. So, for any nonempty set I, S% is principally weakly
flat by [13, Proposition 2.2.]. Thus, S is left PP, by [I4, Corollary
2.6). O

Now, we investigate the previous theorem for a commutative monoid

S.

Theorem 2.35. Let S be a commutative monoid. Then, the following
statements are equivalent.

(1) S is left PP.

(2) SL satisfies Condition (PW Py.), for any nonempty set I.

(3) S379 satisfies Condition (PW Pi.).

Proof. (1) = (2) The proof is straightforward by Theorem 2.34.

(2) = (3) This is obvious.

(3) = (1) By Theorem 2.4, S5*% is principally weakly flat. So, for
any nonempty set I, S% is principally weakly flat, by [13, Proposition
2.2.]. Thus, S is left PP, by [, Proposition 3.2]. OJ

We summarize our results in the commutative and non-commutative
cases in Table 1.

Comparing the tables in the commutative and non-commutative
cases, we find that for commutative monoids, the first condition is
removed.
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TABLE 1. Classification of commutative and non-commutative monoids

For non-commutative monoids

First condition Second condition Equivalent condition

S is left P(P) S% satisfies Condition (PW Psc), for = S is left PSF
every n € N

S is weakly left S% satisfies Condition (PW Psc), for = S is left PSF

P(P) every n € N

S is left PSF SL satisfies Condition (PW Ps), for <= S is left PP
every nonempty set [

S is left P(P) S% satisfies Condition (PW Ps.), for = S is left PP
every nonempty set [

S is weakly left Sé satisfies Condition (PW Ps.), for < S is left PP

P(P) every nonempty set [

For commutative monoids

S is left PSF <= S§ satisfies Condition (PW Ps.), for
every n € N

S is left PP <= S satisfies Condition (PW Ps.), for
every nonempty set [
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