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Abstract 

In this study, a hybrid intelligent model was designed to predict groundwater inflow to a mine pit during its 

advance. The novel hybrid method coupling artificial neural network (ANN) with genetic algorithm (GA) 

called ANN-GA, was utilised. Ratios of pit depth to aquifer thickness, pit bottom radius to its top radius, 

inverse of pit advance time and the hydraulic head (HH) in the observation wells to the distance of 

observation wells from the centre of pit were used as inputs to the network. An ANN-GA with 4-5-3-1 

arrangement was found capable of predicting the groundwater inflow to mine pit. The accuracy and 

reliability of the model was verified by field data. The predicted results were very close to the field data. The 

correlation coefficient (R) value was 0.998 for the training set, and in testing stage it was 0.99. 
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1. Introduction 

Groundwater is a natural resource that seriously 

affects any mining operations [1]. In mines where 

excavation is carried out below the water table, 

water flows from the surrounding strata toward 

the mining works. In particular, in the case of a 

confined aquifer, as the overburden materials and 

the mineral deposit are extracted during the 

mining operation, the impervious bed(s) may 

break and water under high-pressure may flow 

into the mining excavation. Investigations have 

revealed that the unexpected inflows in large 

quantities may impede production, delay in the 

project and may cause many safety and 

environmental problems [2]. Undesirable effects 

of this contain loss of access to all or part of the 

working mine area, greater use of explosives, 

increased explosive failures due to wet blast holes, 

or the need to use special explosives, increased 

wear to equipment and tires, inefficient loading 

and hauling, and unsafe working conditions [3]. 

Many analytical solutions have been used to 

estimate the groundwater inflow into mining 

excavations (e.g. [1, 4-9]). Analytical models are 

based on some assumptions and specific boundary 

conditions that limit their applicability in different 

mining situations. Hence, analytical solutions are 

not appropriate for all hydrogeological situations. 

Numerical models are routinely used for 

simulation of the groundwater flow in a complex 

aquifer system. The finite element method 

incorporating the Galerkin approach ([10]) has 

been recognised as a strong and powerful 

numerical technique for this purpose [11]. 

Previously, several numerical models have been 

developed to predict the groundwater inflow to 

open pit mines (e.g. [12-16]). 

Although numerical methods have been widely 

used for groundwater flow modelling and mine 

water related problems, these models require 

many parameters including hydraulic conductivity 

of the aquifer, transmissivity, pre-dewatering 

initial hydraulic head, rainfall data, saturated 

thickness of the aquifer, specific storage, porosity 

and other specific initial and boundary conditions. 

Determining all of these highly nonlinear 

characteristics is very difficult and requires a lot 
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of time and cost. In addition, the multiplicity of 

the factors required to develop the model 

increases the probability of errors in the model’s 

final results. In other words, since a 

miscalculation of any parameter causes an 

inaccuracy in model output, an increase in the 

number of parameters can increase the 

discrepancy between simulated and the observed 

outcomes. 

On the other hand, approximation models such as 

artificial neural networks (ANNs) provide a 

powerful and reliable alternative with fewer 

required inputs to predict the nonlinear behaviour 

of groundwater inflow to open pit during its 

advance. An ANN is an empirical modelling tool 

that is based on the behaviour of biological neural 

structures [17, 18]. The use of such networks is 

rapidly growing, especially in process modelling, 

simulation and predictions [18-22]. 

Doulati Ardejani et al. ([18]) presented a neural 

network model to predict the groundwater 

rebound process after cessation of dewatering at a 

restored open cut coal site in the East Midlands 

area of the UK. Time (days after dewatering), 

water table levels in the aquifer and the backfilled 

site, hydraulic conductivity of the aquifer and 

backfilled site, and precipitation were used as 

inputs. The output of the network was the water 

table height (residual drawdowns). A feed-

forward artificial neural network incorporating 

batch gradient descent with a momentum-learning 

algorithm and 6-1-6-1 arrangement was used to 

achieve this goal. 

Sadeghiamirshahidi et al. ([22]) presented a feed-

forward multi-layer ANN with back-propagation 

learning algorithm, with 4-7-4-1 arrangement to 

predict pyrite oxidation process in the spoils of the 

Anjir Tangeh coal washing plant, northern Iran. 

The spoil depth, annual precipitation, effective 

diffusion coefficient of oxygen transport and the 

initial amount of pyrite in the spoil particles were 

the inputs and the fraction of pyrite remaining in 

the spoil was the output of the model. 

The performance of an artificial neural network 

depends upon the selection of proper weight 

connections and network topology during network 

training. Due to the complex nature of neural 

network training, even simple functions results in 

very complex error surfaces. Since the nature of 

neural network learning algorithms is local 

convergence, it can be demonstrated that solutions 

are highly dependent upon the initial random 

drawing of connection weights. If these initial 

weights are located on a local grade, which is 

probable, the learning algorithm will likely 

become trapped in a local solution that may or 

may not be the global solution [23]. Global search 

techniques are known to obtain the optimal 

solution more consistently [24]. Recently, genetic 

algorithm is frequently combined with neural 

network methods to avoid drawbacks of local 

minimization methods. Many other global 

minimization methods are suitable for that 

purpose, although they are used rather rarely in 

this context [25]. The coupled ANN-GA 

algorithm has a great potential to handle problems 

such as optimisation in complicated nonlinear 

systems. This method has also been used by many 

researchers (e.g. [26-30]). 

Karimi and Yousefi ([26]) used a hybrid model 

including back-propagation network (BPN) and 

genetic algorithm (GA) to estimate the nano-fluids 

density. GA was coupled with BPN to optimise 

the BPN’s parameters and improve the accuracy 

of the proposed model. 

An effective method based on ANNs and GA has 

been suggested by Hao et al. ([27]) to model the 

carbon burnout behaviour in a tangentially fired 

utility boiler and optimise the operating conditions 

to achieve the highest boiler heat efficiency 

consecutively. 

Benyelloul and Aourag ([28]) developed a hybrid 

model based on GA and ANNs to synthesise the 

optimal concentration of manganese (Mn). The 

main aim was to achieve the optimal bulk 

modulus of FeCrNiMn austenitic stainless steel 

alloy. 

Gueguim et al. ([29]) reported the modelling and 

optimisation of biogas production on mixed 

substrates of saw dust, cow dung, banana stem, 

rice bran and paper waste using coupled ANNs 

and GA. 

In another study ([30]), a theoretical model based 

on ANNs and GA was developed to optimise the 

magnetic softness in nanocrystalline Fe-Si 

powders prepared by mechanical alloying (MA). 

In this paper, novel hybrid intelligent model 

(ANN-GA) is utilised to predict groundwater 

inflow to a mine pit during mining operation. For 

this purpose, MATLAB multi-purpose software 

was modified by providing extra codes. The 

accuracy of this hybrid intelligent model was 

verified by field data. 

It is noted that the field data include the quantity 

of groundwater inflow from a confined aquifer to 

a mine pit (Kolahdarvazeh pit, Central Iran) and 

the hydraulic heads at four observation wells 

around the pit during its advance over 19 weeks 

[31]. 
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2. Study area 

2.1. Geographical Situation and the Climate 

The Irankuh district comprises several Zn-Pb 

deposits including the Goushfil pit (sulphide ore), 

the Kolahdarvazeh pit (non-sulphide ore) and the 

Tappeh-Sorkh pit. They are located in the Irankuh 

Mountain Range, 20 km south of Esfahan and 1 

km north-east of Abnil in West-Central Iran. The 

elevation of the mines is approximately 1700 m 

above sea level. The minable ore reserve of these 

mines is estimated at approximately 10 million 

tones with 7.5% zinc and 2.4% lead. Mining 

operations in the Kolahdarvazeh mine started in 

1962. The study area has a warm climate with an 

annual relative humidity of 30% [31-33]. The 

location of the study area and a schematic view of 

the Kolahdarvazeh open pit mine and observation 

wells are shown in Figure 1 OW1, OW2, OW3 

and OW4 (four observation wells in the vicinity of 

the pit) are located at 750, 1050, 1260 and 1440 m 

distance from centre of the pit, respectively. 

 
Figure 1. The location of the study area and a schematic view of the open pit, pumping well and 

observation wells. 

2.2. Geology 

The main zone of the mine is covered with 

carbonate sediments, which is located on lower 

Jurrassic sediments as unconformity. The 

sediments consist of continuous periodic age (low 

Cretaceous). The total thickness of these rocks is 

above 800 m, which comprise limestone and 

dolomite with less shale and marl. The carbonate 

sediments are identified as a source rock for 

Kolahdarvazeh mine deposit [32]. 

2.3. Hydrogeological Investigation and 

Precipitation 

Investigations ([33, 34]) showed a fully saturated 

confined aquifer with an average thickness of 30 
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m in the Irankuh district in the dolomite rocks, 

which extends toward the Kolahdarvazeh mine 

throughout the study area. It is an artesian aquifer 

type with a 60 m initial head and a porous 

medium flow domain is dominant. The hydraulic 

conductivity and storage coefficient of the 

confined aquifer were 3.5×10
-4

 m/s and 0.2, 

respectively. 

2.4. Pit Geometry 

Information about the ore body comprising 

thickness, dip, depth, lateral extension and the 

proposed mining boundaries can help to define the 

pit geometry [8]. Topmost and bottommost 

benches of the study pit were 1670 m and 1565 m 

and the periphery extended about 1100 m NW-SE 

and 600 m NE-SW (Figure 1). The confined 

aquifer upper layer is located at 1593 m, above 

sea level. The parameters considered in the open 

pit design were bench height of 10 m, individual 

bench slope about 70°, overall pit slope of 45°. In 

the final stage of mine development, the pit had 

penetrated 30 m into the confined aquifer [33]. 

3. Materials and Methods 

3.1. Measuring Field Data 

The water levels were monitored at the 

observation wells using a tape measure equipped 

with a device that is designed to make a noise 

when it touches the water surface. The pit inflow 

rate from the confined aquifer was obtained by 

measuring the pump-out rate from the pit sump at 

a constant water level equal to the height of pit 

floor. In all wells, the aquifer thickness was 

approximately 30 m. 

3.2. Artificial Neural Networks (ANNs) 

The literature review shows that since the 1940s, 

ANNs have been used in several requests in 

engineering and science [35]. ANN is a hugely 

parallel distributed information processing system 

that has certain performance characteristics 

resembling biological neural networks of the 

human brain [36]. The advantage of using ANNs 

is their parsimonious data requirements, rapid 

implementation time and capability to yield 

models, where the relationship between inputs and 

outputs are not fully understood [37]. Different 

types of ANNs have been previously used in 

hydrological modelling (e.g. [38-42]). Most 

popular ANN model is the multilayer perceptron 

(MLP). MLP includes a feed-forward and layered 

network of neurons. It can provide a nonlinear 

mapping between the input and output. The 

general relationship between input and output in 

an ANN model can be expressed as [43]: 

ok kj h ji i j k
j i

y f w F W X b b
  
  

  
     

(1) 

where, x,y are input and output vectors, 

respectively; jiw denotes the connection weight 

from the ith neuron in the input layer to the jth 

neuron in the hidden layer; jb represents the 

threshold value or bias of jth hidden neuron; 

kjw stands for the connection weight from the jth 

neuron in the hidden layer to the kth neuron in the 

output layer; kb refers to bias of kth output neuron 

and hf and 0f are the transfer function for hidden 

and output neuron, respectively. 

Sigmoidal-type transfer functions and linear 

transfer functions are recommended for the hidden 

and output layers, respectively [44]. The objective 

is to find the value of the weight that minimises 

differences between the real output and the 

predicted output in the output layer in order to 

minimise the mean square errors (MSEs), the 

average squared error between the network 

predictions and the target outputs [22]. In order to 

find the optimal weight (w) and the bias (b), 

training or learning processes must be 

implemented to minimise the error [43]. In recent 

years, several optimisation algorithms have been 

presented and extensively investigated in the 

related literature. Most of them were based on 

deterministic or stochastic methods, in order to 

solve optimisation problems with multiple 

objectives that conflict with each other. Some 

multi-objective stochastic optimisers have been 

developed based on local or global search 

methods to solve optimal design problems. Most 

local optimisation algorithms are gradient-based. 

As indicated by the name, gradient-based 

optimisation techniques utilise gradient 

information to find the optimum solution. 

Gradient-based algorithms are widely used to 

solve a variety of optimisation problems in 

engineering. These techniques are popular 

because they are efficient in terms of the number 

of function evaluations required to find the 

optimum. In addition, they can solve problems 

with large numbers of design variables and they 

typically need light problem-specific parameter 

tuning. However, these algorithms can only locate 

a local minimum point and they encounter 

difficulty to solve discrete optimisation problems. 

Moreover, they are so complex that are difficult to 



Bahrami & Doulati Ardejani/ Journal of Mining & Environment, Vol.6, No.1, 2015 

 

25 

 

be implemented efficiently, and they may be 

susceptible to numerical noise. Global 

optimisation algorithms offer a much better 

chance of finding global or near global optimum 

than the local algorithms [45]. Genetic algorithm 

is one of the best global search methods ([24, 25, 

46]). 

3.3. Genetic Algorithm (GA) 

The GA is a global search technique that searches 

from one population of points to another. As the 

algorithm continuously samples the parameter 

space, the search is directed towards the area of 

the best solution so far. This algorithm has been 

shown to perform extremely well in gaining 

global solutions for difficult non-linear functions 

[47]. Basically, a GA is categorised to four main 

steps [48]: 

(1) Creating population, to generate the numbers 

of the initial populations. (2) Selection, to choose 

the solution for creating the offspring. (3) 

Crossover, this section is devoted to create new 

solutions by considering the solutions from the 

selection step. (4) Mutation as a sudden change in 

a step of the solution's feature. 

3.4. Hybrid ANN-GA Method 

Important task of ANNs is to adjust or update the 

weight factors and thresholds iteratively such that 

a pre-specified effectiveness function 

(performance function) can be minimised by 

decreasing the differences between the ANNs 

estimations and the target values. This iterative 

process is known as training or learning process. 

The sum-squared error (SSE) was employed as 

performance function in optimisation algorithm 

which can be expressed by the following 

Equation: 

2
exp ( ) ( )

1

(x x )
n

erimantal i calculated i
i

SSE


   (2) 

where, exp ( )x erimantal i  and ( )xcalculated i  are the th 

experimental and ANNs predicted value 

respectively. 

ANNs are usually trained by the use of local 

gradient-based methods. Such procedures 

frequently find suboptimal solutions being trapped 

in local minima. Global minimization methods 

which are applied to network cost functions have 

a strong effect on all aspects of network 

performance [25]. It has been shown that genetic 

algorithm has great capability to perform 

optimisation process for a wide variety of 

complex problems [49]. GA was used in this 

study to optimise the error function (SSE) of 

ANN. 

3.5. Performance Measures 

The performance of the presented network is 

evaluated by correlation coefficient (R) value as 

follows [44]: 

' '
i i i i

1

' 2 ' 2
i i i i

1 1

(h h )(t t )

(h h ) (t t )

n

i

n n

i i

R 

 

 



 



 

 (3) 

where, ih and it  are the actual and predicted 

output values for the ith output respectively, '
ih  

and '
it  represent the average of the actual and 

predicted outputs, and n denotes the number of 

samples. 

3.6. Model Development using the Hybrid 

ANN-GA Method 

The available database was used to develop the 

ANN-GA prediction model considering ratios of 

(1) pit depth to aquifer thickness, (2) bottom base 

pit radius to top base pit radius, (3) inverse of time 

(weeks after pit penetration into aquifer) and (4) 

the hydraulic head in observation wells to distance 

of observation wells from the centre of pit as 

inputs to the network. 

Several runs were performed to provide an 

efficient parameterisation for this hybrid method. 

The best results were obtained by the Levenberg-

Marquardt ([50, 51]) method. In addition, the 

transfer function between the input, first and 

second hidden layers were hyperbolic tangent. A 

linear transfer function (purelin) was adopted 

between the second hidden layer and output layer. 

 To perform modelling, MATLAB software was 

modified by providing extra codes. Figure 2 

shows the optimal architecture (4-5-3-1) of ANN-

GA network that was found capable to predict 

groundwater inflow to the mine pit. 
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Figure 2. ANN-GA architecture with 4-5-3-1 arrangement comprising hyperbolic tangent and linear transfer 

functions. 

4. Results and Discussion 

4.1. Results of Groundwater Inflow Simulation 

to Mine Pit 

A total of 65 data sets were used for training and 

testing the network for predicting the rate of 

groundwater inflow to the mine pit (46 sets for 

training and 19 sets for testing the network). Table 

1 gives the correlation Matrix between the ratios 

of (A) pit depth to aquifer thickness, (B) bottom 

base pit radius to top base pit radius, (C) inverse 

of time, (D) the hydraulic head in observation 

wells to distance of observation wells from the 

centre of pit (as input parameters) and (E) 

groundwater inflow to mine pit (output of the 

network). According to this table, the absolute 

correlation values between E and the parameters 

of input layer vary between 0.04 and 0.33. It is 

noted that these values are smaller than 0.5; 

hence, the use of ANNs approach is justified.  

The data sets used for training the network were 

from Esfahan province environmental office 

([31]). Figure 3 shows the linear regression plot of 

field-measured inflow against the predicted inflow 

for training stage including the correlation 

coefficient (R) value. Based on Figure 3, the 

ANN-GA model can be generalised. Figure 4 

displays the linear regression plot of measured 

inflows to the predicted inflows for testing stage 

including the R value. According to Figure 4, the 

ANN-GA model has the capability to be a good 

predictive tool. The mean percent error between 

the field data and ANN-GA simulation results was 

less than 0.1%. 

 

Table 1. Correlation Matrix between the arguments 

of the input and output layers of the presented 

network. 

Parameters A B C D E 

A 1 -0.61 -0.55 -0.14 -0.11 

B - 1 0.75 0.01 0.04 

C - - 1 0.30 0.21 

D - - - 1 0.33 

E - - - - 1 
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Figure 3. The linear regression plot of the field measured inflow versus the predicted inflow for the 

training stage including R value by ANN-GA. 

 
Figure 4. The linear regression plot of the field measured inflow versus the predicted inflow for the 

testing stage including R value by ANN-GA. 
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As Figure 5 shows, in the first phase of the mining 

operation below the water table, the inflow 

decreased sharply from 6.7 m
3
/s to 3.04 m

3
/s 

within two weeks of the beginning of the pit 

advance. From week 2 to week 6 (at the end of 

first phase), it decreased linearly from 3.04 m
3
/s to 

2.1 m
3
/s. The inflow increased steadily from 2.1 

m
3
/s to 2.6 m

3
/s at the beginning of phase 2 

(between weeks 6 and 7). It then decreased at 

almost the same rate from 2.6 m
3
/s to 2.3 m

3
/s 

between times 7 and 8 weeks. At times between 8 

and 14 weeks, the inflow decreased steadily at a 

lower rate from 2.3 m
3
/s to 1.85 m

3
/s. As time 

progressed (from week 14 to week 15), the inflow 

decreased linearly from 1.85 m
3
/s to 1.55 m

3
/s. In 

the third phase, the inflow decreased very slightly 

from 1.55 m
3
/s to 1.4 m

3
/s with a gradual rate of 

decline (from week 15 to week 19). 

 

 
Figure 5. Comparison of filed data with ANN-GA model results for groundwater inflow to Kolahdarvazeh 

mine pit during its advance. 

5. Conclusions 

An intelligent model was designed to predict the 

groundwater inflow to a mine pit during its 

advance, utilising novel hybrid method coupling 

artificial neural network (ANN) and genetic 

algorithm (GA), called ANN-GA. Ratios of pit 

depth to aquifer thickness, pit bottom radius to its 

top radius, inverse of pit advance time and the 

hydraulic head in the observation wells to the 

distance of observation wells from the centre of 

pit were used as inputs to the network in order to 

predict groundwater inflow to mine pit. The 

accuracy and reliability of the hybrid model was 

verified by field data. The performance 

(correlation coefficient value) of the model on the 

training and testing data indicates that the hybrid 

intelligent model has both good predictive ability 

and generalisation performance. Results further 

show that despite using the fewer and elementary 

(in terms of cost and time for data collection) 

parameters for the intelligent hybrid model, this 

model has the ability to compete with the 

numerical models. The results of this paper can be 

used for developing an effective dewatering 

program. 
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 چکیده:

توسعه طراحی شد. روش ترکیبی جدید شبکه عصبی مصنوعی  درحالبینی ورود آب به یک پیت معدنی در این مطالعه، یک مدل هوشمند ترکیبی برای پیش

(ANN)  و الگوریتم ژنتیک(GA) با نام ،ANN-GA  ،مورد استفاده قرار گرفت. نسبت عمق پیت به ضخامت آبخوان، شعاع پایین پیت به شعاع بالای پیت

ای از مرکز پیت برای پارامترهای ورودی شبکه استفاده شد. شبکه اه مشاهدهای به فاصله چهای مشاهدهدر چاه (HH)کاری و هد هیدرولیکی عکس زمان معدن

ANN-GA  بینی کند. دقت و صحت مدل با استفاده از اطلاعات صحرایی ارزیابی شد. نتایج توانست ورود آب به پیت معدنی را پیش 4-5-3-9با ساختار 

 11/0و  119/0ترتیب برای مرحله آموزش و امتحان شبکه برابر با  ضریب همبستگی به بینی مدل همبستگی خوبی با اطلاعات صحرایی داشت. مقدارپیش

 محاسبه شد.
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