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 Sign language (SL) is the primary mode of communication within the 

deaf community. Recent advances in deep learning have led to the 

development of various applications and technologies aimed at 

facilitating bidirectional communication between the Deaf and 

hearing communities. However, challenges remain in the availability 

of suitable datasets for deep learning-based models. Only a few public 

large-scale annotated datasets are available for sign sentences, and 

none exist for Persian Sign Language sentences. To address this gap, 

we have collected a large-scale dataset comprising 10,000 sign 

sentence videos corresponding to 100 Persian sign sentences. This 

dataset includes comprehensive annotations such as the bounding box 

of the detected hand, class labels, hand pose parameters, and 

heatmaps. A notable feature of the proposed dataset is that it contains 

isolated signs corresponding to the sign sentences within the dataset. 

To analyze the complexity of the proposed dataset, we present 

extensive experiments and discuss the results. More concretely, the 

results of the models in key sub-domains relevant to Sign Language 

Recognition (SLR), including hand detection, pose estimation, real-

time tracking, and gesture recognition, have been included and 

analyzed. Moreover, the results of seven deep learning-based models 

on the proposed datasets have been discussed. Finally, the results of 

Sign Language Production (SLP) using deep generative models have 

been presented. We report the experimental results of these models 

from these sub-areas, showcasing their performance on the proposed 

dataset. 
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1. Introduction 

By 2050, approximately 2.5 billion people will 

experience some degree of hearing loss, with at 

least 700 million requiring hearing rehabilitation. 

In light of this, it is crucial to study Sign Languages 

(SL), the primary mode of communication among 

Deaf individuals [1]. Like other natural languages, 

SLs adhere to linguistic rules [2]. However, SLs 

lack standardized written forms. Additionally, 

most recent communication technologies are 

designed for spoken or written languages, not SLs. 

Consequently, many members of the hearing 

community are unfamiliar with SLs, leading to 

significant communication barriers [3-14]. Sign 

Languages, like natural languages, operate on three 

levels: letter, word, and sentence. Sign letters are 

static signs consisting solely of poses without any 

movement of body parts. Sign words and sign 

sentences, on the other hand, involve dynamic 

poses combined with body movements. A sign 

word represents a single word, whereas a sign 

sentence comprises a sequence of words forming a 

sentence. Despite both having sequential 

characteristics, sign sentences are inherently more 

complex. Sign words and sign sentences are also 

referred to as isolated and continuous signs, 

respectively [6]. To address the communication 

barriers faced by the Deaf community and develop 

practical communication applications, it is 

essential to consider all three levels of SL. 

https://doi.org/10.22044/jadm.2025.14973.2600
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However, this paper focuses specifically on sign 

sentences (continuous signs). 

Considering recent advances in deep learning, 

different applications and technologies have been 

developed to facilitate the bidirectional 

communication between the Deaf and the hearing 

communities [7]. However, the challenges 

regarding the deep learning-based models, such as 

the necessity of large amount of data as well as the 

hardware equipment for model training are still 

remaining. Regarding the data challenge, there are 

some large-scale datasets for the sign letter and 

sign word levels [7]. However, only few public 

large-scale annotated datasets suitable for deep 

learning-based models are available for sign 

sentence [15-18]. Since there is not any dataset for 

Persian Sign sentences, we collected a large-scale 

dataset, including 10’000 sign sentences videos 

corresponding to 100 Persian sign sentences. The 

main contributions of this work can be listed as 

follows: 

• A dataset, including 10’000 videos of 100 

Persian sign sentences using 10 Deaf and 

hearing people has been collected. One 

important characteristic of the proposed dataset 

is that it contains isolated signs corresponding 

to the sign sentences within the dataset. 

• The proposed dataset contains a set of 

annotations, including the bounding box of 

the detected hand, the class label, the hand pose 

parameters, and the heatmap. 

• The extensive experiments have been 

presented on the proposed dataset and the 

results have been discussed. Also, the results of 

the sign video generation using the Generative 

Adversarial Network (GAN) are discussed. 

The remainder of this paper is as follows: recent 

advances in SL as well as the sign sentence datasets 

are reviewed in section 2 and 3, respectively. 

Description of the proposed dataset as well as the 

statics of this dataset is presented in section 4. 

Results of the model are analyzed and evaluated in 

section 5. Finally, we discuss the advantages as 

well as the limitation and conclude the work with 

the insight to the future work in section 6 and 7, 

respectively.  

 

2. Sign language background 

Sign language processing can be divided into two 

main tasks: Sign Language Recognition (SLR) and 

Sign Language Production (SLP). SLR focuses on 

translating sign language into spoken or written 

language, while SLP performs the reverse task, 

generating sign language from spoken or written 

input. Together, these processes aim to create a 

bidirectional communication system that can be 

used in real-world applications. However, both 

SLR and SLP face significant challenges. One 

issue is that most people are unfamiliar with sign 

language, and there is no universally accepted 

standard for it. Sign languages differ across 

regions, and signs can be highly complex due to 

variations in hand shape, orientation, movement, 

location, and non-manual signals like facial 

expressions. These complexities result in large 

variations within the same sign class (intra-class 

variability) and subtle differences between 

different sign classes (inter-class variability), 

making it difficult to create systems that can 

robustly recognize a wide range of signs. In 

addition, SLP systems must generate photorealistic 

sign sequences that accurately convey the meaning 

of spoken or written input, which is challenging 

because of the grammatical and structural 

differences between spoken and sign languages. 

The translation between these two types of 

languages involves more than just a word-for-word 

mapping; the order of signs and tokens can differ 

significantly from that of spoken language, and this 

must be accounted for in any system designed for 

sign language production. Another obstacle in this 

field is the misconception that deaf individuals are 

comfortable reading spoken language, leading to 

an underemphasis on translating written or spoken 

language into sign language. In reality, many deaf 

individuals may not be proficient in reading or 

writing the spoken language of their country, as the 

written forms of most spoken languages differ 

greatly from sign languages. Furthermore, many 

sign languages lack a formal written system, 

adding another layer of complexity to this 

translation task. Applications of SLR, in particular, 

are widespread in areas such as robotics, human-

computer interaction, education, and virtual reality. 

However, the focus tends to be on recognizing sign 

language rather than generating it, partly because 

of the assumption that deaf individuals can rely on 

written communication. Developing robust SLP 

systems that can generate accurate and realistic 

signs from text or voice inputs in diverse real-world 

scenarios remains a crucial and underexplored 

area. Anyway, both of these tasks, SLR and SLP, 

need to be carefully studied in order to make a bi-

directional translation system for Deaf community. 

In-line with our previous works in SLR/SLP [2, 3, 

5-9, 11-14, 19-22], in this paper, we present a 

Persian Sign Sentence dataset for providing a test-

bed in continuous SLR/SLP.   
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3. Current sign sentence datasets 

Providing a large-scale annotated dataset is an 

important step in accelerating progress in the field 

of sign language processing, including both of SLR 

and SLP tasks [6]. Most of the existing datasets 

have been developed for the sign letter and sign 

words [23-30]. These datasets are not enough for 

real-world applications of sign language 

processing that involve natural conversational with 

complete sentences. However, only few public 

large-scale annotated datasets are available for 

processing sign sentences using deep learning-

based models [31-38] (See Table 1). As this table 

shows, these datasets include only four types of 

sign languages, Chinese [31], German [32-34], 

American [35-37], and British [39]. More 

specifically, SIGNUM [34] and the BSL Corpus 

[38] include the RGB videos recorded in controlled 

environment. Furthermore, the RWTH-Phoenix-

2014 [17] and the extended version of it, RWTH-

Phoenix-2014T [15], are widely used in Neural 

Machine Translation (NMT) [33] and production 

works [41-42]. These datasets contain the data of 

the weather forecast from a TV broadcast 

performed by 9 signers. In addition, the Public 

DGS Corpus [43] and the Video-Based CSL 

(Chinese Sign Language) [31] datasets contain the 

RGB videos along with the corresponding 2D and 

3D poses estimated using the OpenPose [44]. The 

RWTH-BOSTON-104 [17] and the NCSLGR [35] 

datasets consist of the videos from the American 

Sign Language (ASL). In addition, the recently 

released dataset, How2Sign [38], is a multimodal 

and multi-view continuous ASL dataset, containing 

a parallel corpus of more than 80 hours of sign 

language videos and a set of corresponding 

modalities including speech, English transcripts, 

and depth. With the aim of increasing the variety of 

the datasets for sign language processing and also 

facilitating the communications of Persian Deaf 

people in the word, we propose a Persian dataset, 

including 10’000 annotated videos of 100 Persian 

sign sentences. Currently, our dataset contains only 

one modality, the RGB videos. 

 

Table 1. Current datasets in continuous sign language. 

4. Proposed dataset In this section, we present the details of the 

proposed dataset, including an overview of the 

Name Language #Signer Include isolated signs #vocab/token Gloss Pose 

Video-Based CSL [30] CSL 50  178 N Y 

SIGNUM [33] DGS 25 × 450 Y N 

RWTH-Phoenix-2014T [31] DGS 9 × 3k Y N 

Public DGS Corpus [41] DGS 327 × - Y Y 

BSL Corpus [37] BSL 249 × 5k Y N 

RWTH-BOSTON-104 [35] ASL 3 × 104 Y N 

NCSLGR [34] ASL 4 × 1.8k Y N 

How2Sign [36] ASL 11 × 16k Y Y 

ASLLRP [11] ASL 4 × 16.6k Y N 

PSLS (Ours) PSL 10 √ 490 N Y 

Figure 1. Some samples of the proposed continuous signs: (a) I am happy with my family, (b) I like coffee, (c) I am 

a student, (d) I watch news every day. 
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proposed dataset, dataset statistics, and the 

proposed demo. Some samples of the continuous 

signs have been shown in Figure 1. Based on the 

signer requests, the identification of these signers 

have been hidden in this figure. 

 

4.1. Dataset set-up 

To record the videos in the proposed dataset, a 

camera with medium resolution (1920x1080 / Full 

HD) has been employed. Aiming to use the 

recorded videos in deep learning models, the 

frames of these videos have been resized into 

224x224x3 using the Python libraries [43].  

 

4.2. Dataset overview 

The proposed dataset consists of 10,000 RGB 

videos featuring 100 Persian sign language 

sentences, each performed by 10 signers. The 

dataset includes a balanced mix of 5 female (three 

Deaf and two pre-trained hearing) and 5 male 

participants (three Deaf and two pre-trained 

hearing). Each sentence is repeated 10 times, 

resulting in a total of 10,000 RGB video samples. 

To enhance the dataset’s realism and applicability 

to real-world scenarios, various backgrounds were 

incorporated during data collection. The video 

resolution is set to 224×224 pixels with three color 

channels (RGB). The RGB frames were manually 

annotated using the LabelImg software [44], 

including bounding boxes for detected hands, class 

labels, hand pose parameters, and heatmaps. This 

dataset is designed to serve as a benchmark for 

developing sign language recognition systems and 

facilitating communication for the hearing-

impaired. The dataset will be made publicly 

available in the near future. 

 

4.3. Dataset statistics 

 In this section, we present a statistical overview of 

the dataset, highlighting key aspects that enhance 

its applicability for sign language recognition 

tasks: 

Sign Sentences: Based on an analysis of the most 

frequently used signs in daily communication, we 

created 100 sentences using the top 100 most 

common signs. 

Samples per Class: To meet the requirements of 

deep learning models, each sign sentence is 

represented by 100 sample recordings. This 

ensures a sufficient volume of data for the models 

to effectively learn high-level features from the 

inputs. 

Background Complexity: To simulate realistic 

recognition environments, the dataset includes a 

variety of backgrounds with differing levels of 

complexity, enhancing the model's robustness in 

real-world applications. 

Subject Diversity: To ensure the dataset is person-

independent and suitable for generalized 

recognition, it includes subjects with varying 

physical configurations and characteristics. 

Hand Pose Data: Each sample contains 3D 

coordinates for 21 keypoints per hand, providing 

detailed hand pose information essential for 

accurate gesture recognition.  

Hand Bounding Box: The dataset includes 

annotations for the bounding boxes of detected 

hands in each video frame. These annotations were 

generated using the LabelImg software [43]. 

Heatmap Annotations: Heatmap annotations for 

video frames, derived from the Convolutional 

Neural Network (CNN)-based model described in 

[20], are also part of the dataset. 

Table 1 and Figure 1 provide an overview of the 

dataset and offer sample illustrations for reference. 

4.4. Demo 

With the aim of making the sign language as a 

popular language for hearing-impaired people, an 

API as well as a GitHub repository have been 

prepared to show the details of the proposed 

dataset. In this way, a Flutter-based dictionary is 

proposed to search the sign sentences and show the 

corresponding videos. This application can be used 

in SLR and authentication systems to solve 

communication barriers. Our dataset and the 

corresponding demo will be publicly available after 

the paper publication. 

 

5. Experimental results 

This section presents the performance of fifteen 

models across Sign Language Recognition (SLR) 

and related fields, using the proposed dataset, as 

detailed in Table 2. SLR techniques primarily 

utilize body and hand features. Key sub-domains 

relevant to SLR include hand detection, pose 

estimation, real-time tracking, and gesture 

recognition. We report the experimental results of 

several models from these sub-areas, showcasing 

their performance on the dataset (See Figure 2). 

The details of these models, along with their 

respective outcomes, are summarized in Table 2. 

Additionally, we evaluate the synthesis of sign 

language videos using the dataset, providing 

insights into the results. Finally, we present state-

of-the-art evaluation outcomes specifically for 

SLR. Three evaluation metrics are used to report 

the numerical results: 

Intersection over Union (IoU): IoU is calculated 

as the ratio of the area of overlap between the 
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predicted region and the ground truth region to the 

area of their union. It is expressed as:  
Area of Overlap

IoU=
Area of Union

                                          (1) 

where Area of Overlap is the area where the 

predicted region and the ground truth region 

intersect. Area of Union  is the total area covered 

by both the predicted and ground truth regions 

combined. 

 

Average pixel errors in the location of the 

keypoints: It is defined as the average of the errors 

in the pixel of the keypoints locations. 

Recognition/Detection accuracy: Recognition/ 

Detection accuracy is the proportion of true 

positive detections (correctly identified hands or 

hand parts) to the total number of ground truth 

instances (all hands or hand parts in the dataset). It 

is typically expressed as: 
Number of Correct Detections

Detection Accuracy=
Total Number of Instances

     (2) 

5.1. Hand detection 

Considering the significant role of the hand 

detection in SLR area, different models have been 

suggested to enhance the detection accuracy of 

these models. Although, there are still many 

challenges in computation time and detection 

accuracy aspects [45]. Using the transfer learning 

approach, some of the well-known object detection 

models have been fine-tuned to use for hand 

detection. For instance, the region-based methods, 

such as Region-based Convolutional Neural 

Network (RCNN), Fast Region-based 

Convolutional Neural Network (Fast-RCNN), and 

Faster Region-based Convolutional Neural 

Network (Faster-RCNN), as well as the You Only 

look Once (YOLO) and Single Shot Multi-Box 

Detector (SSD) models are some of the CNN-based 

models used for hand detection. Moreover, a real-

time and multi-view convolutional-based method 

has been proposed by Simon et al. for hand 

detection from RGB still images. In this way, a 

keypoint detector is used to make the noisy labels. 

Moreover, a multi-view geometry approach is 

employed to convert and reproject the 2D detected 

keypoints into the 3D view. Results on own dataset 

show that the proposed model obtains the average 

error of 3.65 compared to state-of-the-art model 

[46]. However, the results on the proposed dataset 

in this paper show the average error of 11.15 

(Figure 2). 

 

5.2. Hand pose estimation 

In recent years, hand pose estimation has made 

significant advancements due to the advent of 

depth sensors, impacting various applications [47, 

48]. Zimmermann and Brox introduced a three-step 

CNN-based model designed to learn 3D 

articulation priors and keypoints from RGB 

images. To train the model, a large-scale synthetic 

hand pose dataset was developed. Performance 

evaluation on the Stereo Hand Pose Tracking 

Benchmark and Dexter datasets showed notable 

improvements. Specifically, the model achieved an 

Area Under the ROC Curve (AUC) of 94.0 and 

49.0, respectively, with relative state-of-the-art 

improvements of 10.9 and 5 points [46]. The results 

of this model on the proposed dataset are depicted 

in Figure 3 for further analysis.  

 

5.3. Real-time hand tracking 

Hand tracking, as a critical component in sign 

language recognition (SLR) models, presents a 

significant challenge due to frequent occlusions of 

the fingers and joints during signing. To address 

this, Dibia developed a CNN-based repository 

using the SSD model for real-time hand tracking. 

After data pre-processing, the model was trained 

and tested on the Egohands dataset, achieving an 

impressive detection accuracy of 98.86% [47]. The 

model was further evaluated using a proposed 

dataset, demonstrating a detection accuracy of 

91.20%. In another approach, a hybrid model 

combining CNN and a kinematic 3D hand model 

was designed for real-time 3D hand tracking from 

monocular RGB input images. To enhance the 

dataset, a generative model was employed to 

synthesize training data, while an RGB dataset with 

annotated 3D hand joint positions was introduced. 

Results from the Stereo and Dexter datasets 

revealed improvements in accuracy by 1.7% and 

15%, respectively, compared to previous state-of-

the-art methods [48]. 

 

5.4.  Hand gesture recognition 

Hand gesture recognition provides the fundamental 

information for HCI applications. In this sub-

section, some recent models for hand gesture 

recognition from the RGB and the skeletal data are 

analyzed. 

 

5.4.1. RGB-based hand gesture models 

Köpüklü et al. conducted an analysis of various 

CNN architectures, focusing on factors such as 

offline classification accuracy, parameter count, 

and computational complexity. Their experiments, 

performed on two well-known datasets, 

EgoGesture and NVIDIA Dynamic Hand Gesture, 

demonstrated that the ResNeXt-101 model 

achieved an impressive offline classification 

accuracy of 94.03% on the EgoGesture benchmark. 
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It also produced competitive results compared to 

state-of-the-art models on the NVIDIA benchmark 

[49]. In our evaluation of the proposed dataset 

using the same architecture, we achieved an offline 

classification accuracy of 90.25%, confirming its 

effectiveness in our scenario. Moreover, we present 

the results of the 3DCNN [2], I3D [3], a 

combination of CNN and Long Short-Term 

Memory (LSTM), and a combination of CNN and 

Gated Recurrent Unit (GRU), Transformer 

Encoder [5] with hand keypoints as input, Swin 

Transformer [40] plus LSTM, Vision Transformer 

(ViT) [40] plus LSTM, and Graph Convolutional 

Network (GCN) [13] plus LSTM in Table 3. As 

this table shows, Transformer Encoder with hand 

keypoints as input has the highest performance.  

 

5.4.2. Skeleton-based hand gesture models 

 Devineau et al. proposed a CNN-based 

architecture for hand gesture recognition by 

leveraging hand skeleton data. The model utilizes 

parallel convolutions across multiple temporal 

resolutions to effectively learn the sequential 

patterns of skeletal hand movements. Their 

approach demonstrated a significant 3% 

improvement over the previous state-of-the-art on 

the DHG dataset [50]. Additionally, tests 

conducted on a new dataset showed a recognition 

accuracy of 89%, further validating the model's 

performance. 

Table 2. Results of different tasks in sign language.  

 

Ref. Task Input modality Dataset Result 

[46] Hand detection RGB Own dataset Average error: 3.65 

Proposed Average error: 11.15 

[49] Hand pose estimation Depth Stereo Hand Pose Tracking AUC: 94.0 

Proposed AUC: 55.0 

[50] Real-time hand tracking RGB Egohands Accuracy: 98.86% 

Proposed Accuracy: 91.20% 

[51] Real-time hand tracking RGB Stereo Hand Pose Tracking AUC: 0.965 

Proposed AUC: 0.52 

[52] Hand gesture recognition RGB NVIDIA benchmark Accuracy: 94.03% 

Proposed Accuracy: 90.25% 

[53] Hand gesture recognition Skeleton DHG Accuracy: 84.35% 

Proposed Accuracy: 80.10% 

[54] SLP Skeleton Proposed WER: 39.20% 

[55] SLP Skeleton Proposed WER: 37.10% 

[56] SLP Skeleton Proposed WER: 36.20% 

[57] SLP Skeleton Proposed WER: 35.25% 

[60] SLR RGB PHOENIX14 WER: 19.4% 

[39] SLP Skeleton PHOENIX14-T BLEU-1: 29.74 

Proposed BLEU-1: 27.10 

[40] SLP RGB PHOENIX14-T BLEU-1: 32.41 

Proposed BLEU-1: 30.05 

[58] SLP Skeleton PHOENIX14-T BLEU-1: 34.94 

Proposed BLEU-1: 30.15 

[59] SLP RGB PHOENIX14T SSIM: 0.9338 

Proposed SSIM: 0.9010 
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Table 3. Recognition accuracy of the seventh models 

Table 3. Recognition accuracy of the seventh models on 

the proposed dataset. 
Model Recognition accuracy 

3DCNN 0.62 
I3D 0.65 

Transformer Encoder 0.68 

CNN+LSTM 0.64 
CNN+GRU 0.63 

Swin Transformer + LSTM 0.66 

ViT + LSTM 0.65 
GCN+LSTM 0.66 

 

5.5. SLP 

Here, we analyze the SLP from the skeletal data. 

To do this, the hand pose annotations in the 

proposed dataset are used to feed to some deep 

generative models: Generative Adversarial 

Network (GAN) [51], Conditional Generative 

Adversarial Network (cGAN) [52], Wasserstein 

Generative Adversarial Network (WGAN) [53], 

and Wasserstein Conditional Generative 

Adversarial Network (WCGAN) [54]. Relying on 

the capability of the deep generative models for the 

skeletal data distribution learning, these models 

can generate accurate skeleton-based videos. 

Figure 4 show a sample of the generated video 

frame by using these deep generative models. 

Moreover, Saunders et al. proposed a Transformer-

based model for SLP using the continuous 3D 

multi-channel sign pose sequences. Relying on a 

counter decoding, this model tackle with variable 

length of continuous sequence generation by 

tracking the generation progress over time and 

predicting the end of sequence. 

  

 

Results on the PHOENIX14T dataset confirm the 

superiority of the model compared to state-of-the-

art models [55]. In addition, Stoll et al. suggested a 

model, including some sub-processes to enhance 

the translation accuracy of the SLP task.  

Figure 3. Results of hand detection [43] corresponding 

to some samples of the proposed dataset. 

Figure 2. An overview of some models used in our experimental evaluation on the proposed dataset: (a) 

[42], (b) [49], (c) [46], (d) [50], (e) [48]. 

Figure 4. Results of hand pose estimation [46] 

corresponding to a video sequence from the proposed 

dataset. 
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To this end, the spoken language sentences are 

translated into sign pose sequences by combining 

an NMT network with a Motion Graph. The 

obtained pose sequences are then employed to 

condition a generative model that generates photo 

realistic sign language video sequences. Evaluation 

results on the PHOENIX14T dataset show a 

BLEU-4 score of 16.34/15.26 on dev/test sets [56]. 

Hu et al. designed a Correlation Network (CorrNet) 

to employ the body trajectories across frames, 

aiming to identify signs. To this end, the correlation 

maps between the current frame and the adjacent 

frames are calculated to identify trajectories of all 

spatial patches. Using an identification module, the 

body trajectories within the correlation maps are 

gathered to obtain an overview of local temporal 

movements to recognize a sign. Results on four 

datasets, PHOENIX14, PHOENIX14-T, CSL-

Daily, and CSL, show the accuracy improvement 

compared to state-of-the-art models in SLR [57]. 

Visual and numerical results of these models on the 

proposed dataset have been shown in Figsures 4-5 

and Table 2, respectively. 

 

5.6. Stat-of-the-art evaluation on SLR 

Here, we present the state-of-the-art evaluation 

results of SLR for continuous signs on the current 

datasets as well as the proposed dataset (See Table 

2). The results presented in the tables and figures 

demonstrate the enhancement in model 

performance achieved through the deep learning 

models. These approaches have successfully 

increased the accuracy by a substantial margin. 

However, there is still room for further 

optimization and refinement, suggesting that 

additional improvements can be made to further 

boost the model’s overall effectiveness.  
 

6. Advantages and limitations 

The proposed dataset is designed to support both 

Isolated Sign Language Recognition (ISLR) and 

Continuous Sign Language Recognition (CSLR). 

A key advantage of this dataset is its inclusion of 

both continuous signs and their corresponding 

isolated signs, enhancing its utility for various 

applications. The dataset’s flexibility can be further 

expanded by increasing the number of sign 

sentences and words in future updates. 

Additionally, introducing more signers and diverse 

backgrounds will allow for the development of 

more generalized models, thereby improving the 

dataset’s applicability and accuracy across 

different scenarios. Addressing these 

enhancements will strengthen the dataset’s value 

for a broader range of research and practical uses. 
 

7. Conclusion and future work 

In this paper, we presented a dataset for SLR, 

including the sign sentences as well as the 

corresponding isolated signs. This dataset contains 

the 10’000 videos of 100 Persian sign sentences 

using 10 Deaf and hearing people. In this way, 

some annotations are used for the video samples, 

including the bounding box of the detected hands, 

the class label, the hands pose parameters, and the 

heatmap. Furthermore, to analyze the complexity 

of the dataset in comparison with the other datasets, 

some experiments have been presented on the 

proposed dataset and the results have been 

discussed. To this end, the results of the models in 

SLR and some related area, such as hand detection, 

hand pose estimation, and hand gesture 

recognition, have been presented on the public 

datasets as well as the proposed dataset. Also, some 

experiments have been done on the generation 

capability of some deep generative models in sign 

video production. In overall, the proposed dataset 

can be effectively used in SLR as well as SLP 

applications. Considering the data requirements of 

deep learning models, the proposed dataset 

includes 100 samples per each class that is a 

positive characteristic of this dataset. However, the 

number of the sign sentences should be extended in 

order to use this dataset in real-world 

communications. Another characteristic of the 

proposed dataset that does not find in the current 

datasets, is the existence of both sign sentences as 

well as the corresponding sign words. In the future, 

we aim to extend this dataset to include more sign 

sentences. We also will include the gloss 

annotations in the dataset.  

 

Figure 6. Visual results of the two SLP models in [56] and 

[57] on proposed dataset: (a) GT, (b) [56], (c) [57]. 

Figure 5. A sample of the generated video frame by 

using four deep generative models. 
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 یفارس وستهیمجموعه داده زبان اشاره پ

 

  *راضیه راستگو

 .دانشگاه سمنان، سمنان، ایران، دانشکده برق و کامپیوتر

 12/01/2025 پذیرش؛ 11/11/2024 بازنگری؛ 05/09/2024 ارسال

  چکیده:

شده که هدفشان  یمختلف یهایفناور یمنجر به توسعه قیعم یریادگیدر  ریاخ یهاشرفتیاست. پ انیارتباط در جامعه ناشنوا یروش اصل ،زبان اشاره

 یهامدل یبرامناسب  یهاداده در دسترس بودن مجموعهدر راستای  ییهاحال، چالش نیجوامع ناشنوا و شنوا است. با ا نیارتباط دوطرفه ب لیتسه

اشاره وجود دارد  زبان جملات یبزرگ برابا مقیاس  شدهیگذاربرچسبعمومی و  یهاداده مجموعه یوجود دارد. تنها تعداد کم قیعم یریادگیبر  یمبتن

مربوط به  دئووی 10٬000شامل  داده مجموعهیک خلأ، ما  نیپر کردن ا یبرا. ستیدر دسترس ن یجملات زبان اشاره فارس یبرا یاداده مجموعه چیو ه

 هابرچسب شده،ییشناسا یهادستمختصات  جامع، از جمله یگذارداده شامل برچسب مجموعه نی. امیاکرده یآورجمعفارسی اشاره  ه زبانجمل 100

بوط به جملات مر کلمات زبان اشارهداده، وجود  مجموعه نیبرجسته ا یهایژگیاز و یکیاست.  یحرارت یهاحالت دست و نقشه یپارامترها ،جملات

آن مورد بحث قرار  جیارائه شده و نتا یاگسترده یهاشیداده، آزما مجموعه نیا یدگیچیپ لیتحل یبرااست.  شدهآوریجمع داده مجموعه موجود در

در زمان  یابیحالت، رد نیدست، تخم ییزبان اشاره، از جمله شناسا ییمرتبط با شناسا یدیکل یهاربخشیها در زمدل جیتر، نتااند. به طور مشخصگرفته

داده مورد بحث قرار  مجموعه نیا یرو قیعم یریادگیبر  یهفت مدل مبتن جینتا ن،یشده است. علاوه بر ا لیو تحل یبررس ،اتحرک ییو شناسا یواقع

 هاربخشیز نیها را در امدل نیا یهاشیآزما جیارائه شده است. ما نتا قیمولد عم یهازبان اشاره با استفاده از مدل دیتول جینتا ت،یاند. در نهاگرفته

 .دهدینشان م یشنهادیداده پ مجموعه یها را روکه عملکرد آن میاگزارش کرده

 .یزبان اشاره، مجموعه داده، شبکه متخاصم مولد، فارس دیشناخت زبان اشاره، تول :کلمات کلیدی

 


