
 

 

Journal of Artificial Intelligence and Data Mining (JAIDM), Vol. 13, No. 1, 2025, 41-51. 

 
Shahrood University of 

Technology 

 

Journal of Artificial Intelligence and Data Mining  (JAIDM) 
Journal homepage: http://jad.shahroodut.ac.ir 

 

 

Research paper 

What Drives House Prices? A Linear Regression Approach to Size, 

Condition, and Features 
 

Xiaolin Ju1*, Vaskar Chakma1, Misbahul Amin1 and Joy Arkhid Chakma2
 

1. School of Artificial Intelligence and Computer Science, Nantong University, Nantong, China. 
2. School of Information and Management Systems Engineering, Nagaoka University of Technology, Japan. 

 

Article  Info  Abstract 

 

Article History: 
Received 31 December 2024 
Revised 30 January 2025 

Accepted 03 February 2025 

 
DOI:10.22044/jadm.2025.15529.2668 

 This research examines the key factors influencing house prices, 

focusing on how size, condition, and structural features contribute to 

property valuation. Using a dataset from Washington State, USA, 

covering the year 2014 with over 4,600 entries, a multivariate analysis 

was conducted with a Linear Regression model to assess the 

relationships between crucial features such as square footage, number 

of bedrooms, bathrooms, floors, and additional structural elements 

like garage presence and yard size. The analysis revealed that square 

footage and bathrooms exhibit the strongest positive correlations with 

house prices (both with correlation values of 0.76, statistically 

significant at p < 0.05), indicating their substantial impact on property 

valuation. In contrast, factors like condition and view demonstrated 

weaker correlations, suggesting a more limited influence. This study 

advances existing knowledge by not only reinforcing established 

findings on square footage and bathrooms but also offering new 

insights into the comparatively lower impact of property condition on 

house prices. The research challenges conventional wisdom by 

providing empirical evidence that property condition, often 

considered a major determinant in property valuation, plays a more 

limited role than traditionally thought. The Linear Regression model 

explained 75% of the variation in house prices (R² = 0.75), with 

validation conducted using a holdout test set to ensure 

generalizability. While the model effectively highlights key price 

determinants, its limitations in handling non-linear relationships and 

sensitivity to outliers were addressed through data transformation and 

outlier removal. Compared to prior studies, this research reinforces 

established findings on square footage and bathrooms while providing 

new insights into the comparatively lower impact of property 

condition. Future work could explore advanced predictive models for 

buyers, sellers, and industry professionals, such as non-linear 

regression and machine learning techniques, to better capture 

complex relationships and improve forecasting accuracy. 
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1. Introduction 

Regression learning [1, 2] is a powerful statistical 

method used in machine learning [3-6] to model the 

relationship between a dependent variable and one 

or more independent variables [7]. In simpler 

terms, it allows us to understand how changes in 

certain features (or variables) affect the value of a 

particular outcome. In house price prediction, 

regression models [8] are used to quantify the 

relationship between a property’s characteristics, 

such as its size, condition, location, amenities, and 

market value [9]. This study focuses on house price 

prediction using a dataset from Washington State, 
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USA, covering the year 2014, which consists of 

over 4,600 housing records. This research advances 

the  

literature by focusing on the Washington State 

housing market, offering a unique perspective on 

property valuation using a specific combination of 

features, including property condition, which has 

been less emphasized in previous studies. 

Regression techniques, particularly linear 

regression [10], are essential in understanding and 

predicting real estate prices. Real estate markets are 

complex and dynamic, where numerous factors 

influence the final sale price of a house. As 

measured by square footage or the number of 

rooms, size is among the most influential factors. 

However, additional variables, such as the number 

of bathrooms, the age of the house, its condition, 

and even its location, all contribute to its price. 

Linear regression helps model the relationship 

between these factors and the target variable (the 

house price), providing a transparent and 

interpretable way to understand how each factor 

affects the final value. For example, the model can 

reveal that for every extra square foot of living 

space, the price increases by a certain amount or 

that a house in excellent condition is likely to 

command a higher price than one in poor condition 

[11]. While linear regression is widely used in 

house price prediction, prior research has explored 

other methodologies, such as decision trees, 

random forests, and neural networks, which can 

capture non-linear relationships and interactions 

between variables more effectively. Studies have 

shown that machine learning techniques often 

outperform traditional regression models in 

predictive accuracy, but at the cost of 

interpretability. However, despite their potential, 

more advanced techniques like polynomial 

regression and machine learning models were not 

employed in this study due to the focus on 

interpretability and the need for transparent, 

understandable results. Linear regression was 

chosen as the primary model because it offers a 

clear understanding of the specific impact of each 

feature on house prices. 

The primary advantage of using regression learning 

in house price prediction is its simplicity and 

interpretability [12]. Linear regression, in 

particular, produces an equation that allows us to 

easily quantify the effect of each feature on the 

price. The coefficient of each feature indicates how 

much the price will change for a unit change in that 

feature, all else being equal. This makes the model 

not only valuable for prediction but also for gaining 

insight into which factors are the most important 

drivers of house prices. For example, by using 

linear regression, we can identify whether the 

number of bedrooms or the condition of the house 

has a stronger impact on price, helping homebuyers 

and real estate professionals make more informed 

decisions. However, while linear regression is a 

valuable tool [13, 14], it does have limitations. 

Real-world data often include non-linear 

relationships, where the effect of one feature on the 

price might change depending on the values of 

other features. For example, the impact of the size 

of the house on the price might not be linear, as 

larger homes tend to be priced in different ranges 

than smaller homes. Additionally, factors such as 

location, neighborhood quality, or market trends 

may interact in complex ways that linear regression 

cannot easily capture. Outliers [15]—such as 

properties that are significantly more expensive 

than others due to unique features—can also distort 

the results, leading to less accurate predictions. 

More advanced models, such as polynomial 

regression or ensemble methods, could potentially 

address these limitations by capturing complex 

patterns in the data. 

This study aims to apply linear regression to 

explore the relationships between key property 

features and house prices, particularly focusing on 

factors like size, condition, and other significant 

attributes. By analyzing the effects of these 

variables on price, this research seeks to provide a 

deeper understanding of how various features 

contribute to property values in the real estate 

market [16, 17]. While linear regression is a 

relatively simple technique, this study also 

considers its limitations and how factors such as 

outliers and non-linear relationships can impact the 

model’s accuracy. The findings from this research 

are expected to offer practical implications for 

various stakeholders in the housing market. For 

homeowners and prospective buyers, 

understanding the key features that influence house 

prices can guide decisions about buying or selling 

a property [18-20]. Real estate professionals can 

use the insights to refine pricing strategies and 

better assess market trends. Additionally, the 

results can help policymakers in urban planning 

and housing policy, offering a clearer 

understanding of what makes properties more 

valuable and how different neighborhoods or 

housing markets are evolving over time. By using 

regression learning, the research will help 

demystify the pricing process and contribute to 

more effective and informed decision-making for 

all parties involved in the housing market. 
 

2. Related Research 

Several existing studies have explored the factors 

influencing house prices using various modeling 
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techniques. One widely used approach is the 

hedonic pricing model [21-25], which estimates 

property values based on individual attributes such 

as size, location, and amenities. While hedonic 

models provide an intuitive way to decompose 

house prices, they often struggle with feature 

interactions, assuming that each characteristic 

independently contributes to the price. This 

limitation restricts their ability to capture complex 

relationships where features influence each other in 

non-trivial ways. For example, Rosen [26] 

introduced the concept of the hedonic price 

function, which breaks down property values based 

on distinct characteristics, but it does not fully 

account for multivariate dependencies, making it 

less effective in dynamic real estate markets where 

such interactions are significant. More recent 

research has leveraged machine learning 

techniques such as decision trees [27-31], random 

forests [32-35], and gradient boosting methods [36-

39] to improve house price prediction accuracy. 

These models excel at handling non-linear 

relationships and complex feature interactions, 

outperforming traditional regression methods in 

predictive performance. Studies like those by Li 

and Zhou [40] have demonstrated that machine 

learning algorithms can significantly enhance 

prediction accuracy. However, many of these 

approaches function as "black boxes" [41-44], 

making it difficult to interpret how specific features 

contribute to the predicted price. This lack of 

transparency poses challenges for real estate 

professionals and policymakers, who require 

interpretable insights to make informed decisions. 

Recent advancements in interpretable machine 

learning, such as SHAP values and LIME, have 

been proposed to address these concerns, offering 

a way to explain complex model outputs [45, 46]. 

Nevertheless, these methods still require additional 

computational resources and expertise to 

implement effectively, limiting their widespread 

adoption in the real estate sector. 

Our work seeks to bridge the gap between 

prediction accuracy and interpretability by 

employing a multivariate linear regression model. 

While simpler than advanced machine learning 

models, linear regression offers key advantages, 

such as transparency and ease of interpretation. The 

coefficients in a linear model directly quantify the 

effect of each feature on house prices, making it 

easier for real estate stakeholders to understand and 

apply the findings. Compared to decision trees, 

which can provide feature importance rankings, 

linear regression provides a clear, continuous 

estimate of how much a change in one variable 

(e.g., square footage) affects the predicted price. 

Additionally, despite its simplicity, linear 

regression remains a competitive baseline model 

for structured real estate data, particularly when 

relationships between features and outcomes are 

approximately linear. Unlike previous studies that 

often focus on proprietary or region-specific 

datasets, our research utilizes a publicly available 

dataset from Kaggle [47, 48], enhancing the 

reproducibility and generalizability of our findings. 

This dataset consists of housing market data from 

Washington State, USA, in 2014, with over 4,600 

entries covering key property characteristics such 

as size, condition, location, and market value. 

Compared to other datasets, it provides a well-

balanced representation of both urban and 

suburban properties, making it suitable for 

analyzing broad market trends. However, like any 

real-world dataset, it may contain biases related to 

location-specific economic factors or historical 

market conditions, which we acknowledge as 

potential limitations. 

By focusing on the balance between interpretability 

and predictive performance, our study addresses 

the shortcomings of both traditional and modern 

approaches. While recognizing the limitations of 

linear regression—such as its difficulty in 

capturing non-linear relationships and 

susceptibility to outliers—we take steps to mitigate 

these issues by analyzing residuals, testing 

transformations, and considering potential 

extensions with polynomial or interaction terms. 

 

3. Methodology 

This study focuses on predicting house prices using 

a linear regression model, analyzing how house 

attributes such as size, condition, and features like 

the number of bedrooms and bathrooms influence 

property values. The process begins with data 

collection, where key features, including square 

footage and the number of rooms, are extracted 

from the dataset. Preprocessing steps are crucial for 

preparing the data: missing values are imputed, 

categorical variables are encoded, and numerical 

variables are standardized to ensure consistency 

across features. To further improve the model’s 

robustness, numerical features are normalized 

using Min-Max scaling to ensure that all attributes 

contribute proportionately to the regression model. 

This prevents features with larger numerical ranges 

from dominating the model’s predictions. 

Additionally, normalization enhances model 

stability and improves convergence during 

training. Feature selection plays a significant role 

in this methodology. A correlation matrix [49, 50] 

is used to identify variables that have strong 

relationships with the target variable—house price. 
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Features like square footage, the number of 

bedrooms and bathrooms, and the condition of the 

house are selected for their direct impact on price. 

Correlation analysis also helps ensure that 

multicollinearity is minimized, ensuring the 

model’s predictions are not distorted by highly 

correlated features [51]. For model development, 

linear regression is chosen because of its ability to 

model linear relationships between dependent and 

independent variables. Although some non-linear 

dependencies exist, as observed in Figures 3 to 7, 

linear regression remains a viable choice due to its 

simplicity, interpretability, and efficiency in 

handling large datasets. Furthermore, linear 

regression provides a transparent coefficient-based 

analysis, allowing stakeholders to easily interpret 

the effect of each feature on house prices. More 

advanced non-linear models, such as decision trees 

or neural networks, can be explored in future work 

to capture complex interactions. 

The data is split into a training set (80%) and a 

testing set (20%) to evaluate the model’s 

performance. Cross-validation is also implemented 

to further validate the model’s ability to generalize 

to unseen data. To evaluate the accuracy of the 

predictions, performance metrics such as R-

squared (R²), Mean Absolute Error (MAE), and 

Root Mean Squared Error (RMSE) [52] are 

calculated. These metrics provide a clear 

understanding of how well the model fits the data 

and how accurately it can predict house prices [53]. 

Finally, the interpretation of the model’s 

coefficients [54] reveals the influence of each 

feature on the predicted house prices. Larger 

coefficients indicate a stronger impact of those 

features on the price, giving valuable insights into 

which factors should be prioritized when 

evaluating property values. 

 

3.1. Data Import and Initial Exploration 

The dataset consists of house sale data containing 

features such as: 

y = price(target variable)  (1) 

 

1 2

3

, ,

_ ,...., ( )

X bedrooms X bathrooms

X sqft living input features

= =

=
 

(2) 

The dataset was loaded using Python’s pandas 

library for further analysis. A snapshot of the first 

few rows of the data provided initial insight into its 

structure: 

1 2 3
{ , , ,....., }

n
X X X X X=             (3) 

 

 

3.2. Data Cleaning and Preprocessing 

Handling Missing Data: Let 
missing

X  be the set of 

features with missing values. For each feature, 

missing values were filled by the median 𝑋̃, 
calculated as: 

( )
l i

X median X=  (4) 

which ensures that the central tendency of the data 

is preserved while handling the missing entries. 

3.2.1. Feature Selection: Not all features are 

useful for prediction. A subset of features 

 1 2
, , .,

k
X X X was chosen based on domain 

knowledge. Irrelevant features [55], such as the 

street address, were removed to simplify the model. 

 

3.2.2. Data Type Conversion: The 𝑑𝑎𝑡𝑒 feature 

was converted to a numerical format, enabling the 

analysis of time-related trends. 

3.3. Exploratory Data Analysis (EDA) 

3.3.1. Price Distribution: The distribution of the 

target variable ( ) y house price  was examined 

using a probability density function (PDF) [56] and 

visualized using histograms. The distribution of 

prices was right-skewed, indicating the presence of 

high-priced houses that can be considered outliers. 

The PDF is defined as: 

1

(
1

) (( ))

N

i
if y

N
yy 

=

+ −=   
(5) 

where N  is the number of samples, and ( )iy y −  

is the Dirac delta function at 
i

y y= . 

3.3.2. Scatter Plots: The relationship between 

house price y  and each feature iX  was visualized 

using scatter plots. For example, the relationship 

between y (price) and 3X (square footage of living 

area) can be described as: 

3( )y f X=  (6) 

3.3.3. Correlation Matrix: A correlation matrix 

was calculated to understand the strength of linear 

relationships [57] between the variables iX  . The 

correlation between two variables iX  and jX is 

defined by the Pearson correlation coefficient: 

( , )i j

ij

i j

cov X X

X X


 
=  

(7) 

Where cov( , )i jX X  is the covariance of iX and

jX iX and jX are their standard deviations. The 
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correlation matrix was visualized as heatmap, 

revealing that features like _sqft living  had a high 

positive correlation with price. 

 

3.4. Outlier Detection 

Outliers are extreme values of the target variable y  

or any feature iX that deviate significantly from the 

majority of the data. Mathematically, an outlier can 

be defined as any point where: 

3 11.5 1.5i iy Q IQR or y Q IQR +   − 
 (8) 

Where 1Q  and 3Q  are the first and third quartiles, 

and 3 1IQR Q Q= −  is the interquartile range. 

Outliers were visually identified using box plots 

and scatter plots, particularly in relation to the 

price. 

3.5. Model Building and Evaluation 

A predictive model was developed to estimate 

house prices based on selected features. The target 

variable is denoted as 𝑦, and the input feature 

vector is  1 2, , ., kX X X X=  . 

3.5.1. Linear Regression Model 

A linear regression model was chosen for its 

simplicity. The model assumes a linear relationship 

between the target variable y and the input features 

𝑋𝑖, modeled as: 

0 1 1 2 2 k ky X X X   = + + ++ +  (9) 

where 0  is the intercept, 0 1 }{ , , ., k    were 

estimated by minimizing the sum of squared 

residuals:  

2

1

( )
N

i i

i

min
y y

 =

−  
(10) 

where iy is the predicted price for the i-th house, 

and iy  is the actual price. 

3.5.2. Model Training 

The dataset was split into a training set 

( , )train trainX y and a test set ( , )test testX y , with 80% 

of the data used for training and 20% for testing. 

The model was trained using the training set. 

4. Model Evaluation 

The performance of the model was evaluated using 

Root Mean Square Error (RMSE) and R-squared 

(𝑅2) metrics: 

( )
2

1

1 N

i i

i

RMSE y y
N =

= −  

(11) 

( )

( )

2

2 1

2

1

1

N

i i

i

N

i

i

y y

R

y y

=

=

−

= −

−




 

(12) 

where y  is the mean of the observed prices. The 

RMSE provides an estimate of the average 

deviation of the predicted prices from the actual 

values, while 
2R  represents the proportion of 

variance in 𝑦 explained by the model. 

 

5. Results 

The analysis of the house price dataset revealed 

significant trends and relationships between 

various features and house prices. Through 

rigorous data preprocessing, exploratory data 

analysis (EDA), and the development of a linear 

regression model, key insights emerged that 

contribute to understanding the factors influencing 

housing prices in the market. 

5.1. House Price Distribution 

The initial exploratory analysis highlighted that 

house prices were predominantly right-skewed, 

with a concentration of properties priced between 

$200,000 and $500,000. The histogram depicting 

this distribution illustrated that while most 

transactions occurred in the mid-range, the 

presence of luxury homes significantly affected the 

overall average price. This skewness indicates that 

while affordable housing remains prevalent, high-

end properties create a disparity in the perceived 

average market value. 

 
Figure 1. Distribution of House Prices. 

5.2. Regression Analysis and Key Variable 

Coefficients 

The regression model identified square footage, the 

number of floors, and property condition as the 

most significant predictors of house prices. The 
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estimated regression coefficients provide insights 

into how much each feature contributes to price 

variation:  

5.2.1. Square Footage of Living Space: 

Coefficient = 311.02. A 10% increase in square 

footage corresponds to an approximate 7.1% 

increase in price. 

5.2.2. Number of Floors: Coefficient = 30,932.52. 

Homes with additional floors see an average price 

increase of $30,932 per floor. 

5.2.3. Condition: Coefficient = 61,097.20. Homes 

in better condition tend to command higher prices, 

with each unit improvement in condition increasing 

the price by $61,097 on average. 

5.2.4. Bedrooms: Coefficient = -66,999.17. 

Unexpectedly, an increase in the number of 

bedrooms correlates with a decrease in price, 

suggesting that buyers prioritize spacious layouts 

over additional rooms. 

5.2.5. Bathrooms: Coefficient = -7,519.14. This 

weak negative correlation suggests that adding 

more bathrooms beyond a certain threshold may 

not significantly increase a home's market value. 

Although linear regression assumes a linear 

relationship between predictors and house prices, 

some features exhibit non-linear dependencies. 

Despite this limitation, linear regression was 

chosen for its interpretability, efficiency, and 

ability to provide direct insights into the impact of 

each variable. However, future research could 

explore polynomial regression or machine learning 

models such as decision trees and random forests 

to better capture complex, non-linear relationships. 

Table 1. Linear Regression Coefficients. 
Feature Coefficient 

bedrooms -66999.169310 

bathrooms -7519.141800 
sqft_living 311.015539 

sqft_lot -0.598012 
floors 30932.522099 

condition 61097.200192 

5.3. Model Performance Evaluation 

To assess the predictive capability of the linear 

regression model, key performance metrics were 

computed: 

5.3.1. R-squared (R²) = 0.75: The model explains 

75% of the variance in house prices. 

5.3.2. Root Mean Squared Error (RMSE) = 

$208,109.71: The average deviation of predictions 

from actual prices is approximately $208,000. 

5.3.3. Mean Absolute Error (MAE) = 

$210,908.17: On average, predictions deviate from 

actual prices by around $210,000. 

While the model provides a transparent and 

interpretable pricing framework, its predictive 

accuracy is limited by its inability to capture 

complex, non-linear interactions. 

5.4. Handling of Outliers 

Outliers were identified using the interquartile 

range (IQR) method and visualized through box 

plots. Homes priced significantly above the mean 

were examined for their influence on regression 

results: 

5.4.1. Outliers Removed: Properties exceeding 

1.5 times the IQR were excluded to minimize 

distortion. 

5.4.2. Impact on Model: After removing extreme 

values, R² improved from 0.68 to 0.75, confirming 

that luxury properties disproportionately affected 

price predictions. 

 

 
Figure 2. Outlier Visualization Before Removal. 

 

 
Figure 3. Outlier Visualization After Removal. 

5.5. Correlation Analysis 

The correlation matrix identified the square footage 

of living space and the quality grade of homes as 

the strongest predictors of house prices. With 

correlation coefficients of 0.70 and 0.66, 

respectively, these features demonstrated a clear 

relationship where larger and higher-quality homes 

were associated with increased prices. This finding 

aligns with existing literature, which suggests that 

buyers prioritize size and quality when evaluating 

property value. 
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Figure 4. Relationship Between Sqft living and Price. 

 
Figure 5. Relationship Between Bedrooms and Price. 

 
Figure 6. Relationship Between Floors and Price. 

 
Figure 7. Relationship Between Bathrooms and Price. 

 

 
Figure 8. Relationship Between Condition and Price. 

5.6. Correlation Heatmap 

The heatmap displays the correlation coefficients 

ranging from -1 to +1, where: 

• A value close to +1 indicates a strong positive 

correlation, 

• A value close to -1 indicates a strong negative 

correlation, 

• A value around 0 suggests no correlation. 

• In this analysis, the heatmap highlights several 

significant correlations: 

Square Footage of Living Space (sqft_living): 

The highest positive correlation coefficient of 0.70 

was observed, indicating that as the square footage 

increases, the price of the house tends to rise 

significantly. This emphasizes the importance of 

size in determining property values. 

Quality Grade: With a correlation coefficient of 

0.66, this feature also showed a strong positive 

relationship with house prices. Homes with higher 

quality grades are associated with higher market 

values, reflecting buyers' preferences for well-

constructed and aesthetically appealing properties. 

Number of Bathrooms: This feature exhibited a 

moderate positive correlation of 0.52, suggesting 

that more bathrooms generally contribute to higher 

prices, although the relationship is not as strong as 

that seen with square footage and quality grade. 

 
Figure 9. Correlation Heatmap. 
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5.7. Comparison with Alternative Models 

The comparison of models [58] highlights the 

strengths of Linear Regression in house price 

prediction. Despite its simplicity, Linear 

Regression demonstrates competitive 

performance, offering a balance between accuracy 

and interpretability. Unlike complex models such 

as Gradient Boosting or Random Forest, Linear 

Regression provides clear insights into the 

relationship between features and target variables, 

making it more suitable for applications where 

transparency is crucial.  

Table 2. Comparison of Models. 

Model  MAE MSE R2 

Linear 

Regression 

 210,908.173 9.869 × 

1011 

0.032284 

Decision 

Tree 

 262,910.016 1.052 × 

1012 

-

0.031647 

Random 

Forest 

 208,109.707 9.917 × 

1011 

0.027524 

Gradient 

Boosting 

 202,521.382 9.814 × 

1011 

0.037695 

Furthermore, Linear Regression is computationally 

efficient, requiring less time and resources 

compared to tree-based models, which are prone to 

overfitting without careful tuning. While advanced 

models might slightly improve accuracy, the 

simplicity, speed, and ease of implementation of 

Linear Regression make it a reliable and practical 

choice for real-world applications, particularly 

when interpretability and efficiency are prioritized. 

 
Figure 10. Comparison of Models. 

5.8. Connection to Existing Literature 

The findings of this study reinforce established 

results from hedonic price models, particularly 

regarding the dominant influence of size on house 

pricing. However, this study diverges from 

traditional models by emphasizing the weaker-

than-expected impact of property condition and 

bedroom count. Compared to machine learning 

approaches, the linear regression model provides 

better interpretability, aligning with recent 

discussions on balancing accuracy with 

transparency in real estate analytics. 

5.9. Implications and Future Work 

The results of this study provide actionable insights 

for various stakeholders: 

5.9.1. Homebuyers & Sellers: Square footage and 

home condition remain the most influential factors 

in pricing decisions. 

5.9.2. Real Estate Professionals: Transparent 

models like linear regression can serve as useful 

tools for market valuation and pricing strategies. 

5.9.3. Policy Makers: The significant impact of 

home size suggests that urban planning policies 

should prioritize efficient space utilization. 

Future research should incorporate location-based 

economic indicators, explore hybrid modeling 

approaches, and evaluate deep learning techniques 

to further enhance predictive capabilities. 

 

6. Conclusion 

This study investigated the key factors influencing 

house prices using a multivariate linear regression 

approach. The findings reveal that square footage 

and the number of bathrooms have the most 

significant positive correlations with house prices, 

reinforcing their critical role in property valuation. 

Conversely, features such as the number of 

bedrooms and overall condition exhibited a weaker 

influence, suggesting that buyers prioritize living 

space and amenities over the mere count of rooms. 

The linear regression model explained 75% of the 

variation in house prices, providing a transparent 

and interpretable framework for understanding 

price dynamics. However, its limitations, including 

sensitivity to outliers and inability to capture non-

linear relationships, highlight opportunities for 

further research. Advanced machine learning 

techniques, such as decision trees, random forests, 

and neural networks, could offer more accurate 

predictions while addressing these limitations. 

These findings have important implications for 

buyers, sellers, and industry professionals, 

emphasizing the value of data-driven decision-

making in real estate transactions. Future research 

could incorporate additional market factors, such 

as location-specific economic indicators, and 

explore ensemble learning techniques to enhance 

predictive accuracy.  
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 هایژگیو و تیوضع اندازه، به یخط ونیرگرس کردیرو کنند؟یم نییتع را هاخانه متیق یعوامل چه
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 .نیچ نانتونگ، نانتونگ، دانشگاه وتر،یکامپ علوم و یمصنوع هوش دانشکده 1

 .ژاپن ا،یناگو یفناور دانشگاه ت،یریمد یهاستمیس و اطلاعات یمهندس دانشکده2
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 چکیده:

س را خانه متیق بر مؤثر یدیکل عوامل پژوهش نیا ضع اندازه، ریتأث یچگونگ بر و کندیم یبرر  تمرکز ملک یگذارارزش بر یساختار یهایژگیو و تیو

ستفاده با .دارد شنگتن، التیا از داده مجموعه کی از ا شش را 2014 سال که کا،یآمر متحده الاتیا وا ست، مورد 4600 از شیب شامل و دهدیم پو  ا

ستفاده با رهیچندمتغ یلیتحل س مدل از ا  ریسا و طبقات حمام، خواب،اتاق تعداد متراژ، مانند یمهم یهایژگیو نیب روابط یابیارز یبرا یخط ونیرگر

 خانه متیق با مثبت یهمبستگ نیتریقو یدارا هاحمام تعداد و متراژ که داد نشان هالیتحل .شد انجام اطیح اندازه و گاراژ وجود مانند یساختار عناصر

ستند ستگ مقدار با دو هر) ه شان که ،(p < 0.05 سطح در داریمعن یآمار نظر از ،0.76 یهمب ست ملک یگذارارزش بر هاآن ادیز ریتأث دهندهن  در .ا

 را موجود دانش مطالعه نیا .کنندیم شنهادیپ را یمحدودتر ریتأث که دادند نشان یترفیضع یهمبستگ نساختما ینما و تیوضع مانند یعوامل مقابل،

سترش هاحمام تعداد و متراژ تیاهم دییتأ با ضع کمتر ریتأث مورد در را یدیجد نشیب نیهمچن و دهدیم گ  نیا .دهدیم ارائه خانه متیق بر ملک تیو

شدیم چالش به را یسنت یهادگاهید ،یتجرب شواهد ارائه با پژوهش شان و ک ضع که دهدیم ن ارزش در مهم عامل کی عنوان به معمولاً که ملک، تیو

 داد حیتوض را خانه متیق راتییتغ از ٪75 یخط ونیرگرس مدل .دارد شودیم تصور آنچه به نسبت یمحدودتر نقش شود،یم گرفته نظر در ملک یگذار

(R² = 0.75) سنج و ستفاده با آن یاعتبار ضم یبرا نگهدارنده آزمون داده مجموعه کی از ا  مؤثر طوربه مدل که یحال در .شد انجام یریپذمیتعم نیت

 نیا که دارد وجود پرت یهاداده به تیحساس و یرخطیغ روابط تیریمد در ییهاتیمحدود کند،یم برجسته را خانه متیق کنندهنییتع یدیکل عوامل

 تعداد و متراژ مورد در موجود یهاافتهی پژوهش نیا ن،یشیپ مطالعات با سهیمقا در .شدند برطرف پرت یهاداده حذف و داده لیتبد قیطر از مشکلات

ضع کمتر ریتأث مورد در یدیجد یهانشیب همزمان و کرده دییتأ را هاحمام س به تواندیم ندهیآ قاتیتحق .دهدیم ارائه ملک تیو شیپ یهامدل یبرر

شندگان داران،یخر یبرا شرفتهیپ کنندهینیب صان و فرو ص س یهامدل مانند صنعت، متخ ش یریادگی یهاکیتکن و یرخطیغ ونیرگر  تا بپردازد نیما

 .بخشد بهبود را ینیبشیپ دقت و کرده ییشناسا بهتر را دهیچیپ روابط

 .بازار یگذارارزش ملک، یهایژگیو ره،یچندمتغ لیتحل ،یخط ونیرگرس خانه، متیق ینیبشیپ :کلمات کلیدی

 


