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 Document similarity matching is essential for efficient text retrieval, 

plagiarism detection, and content analysis. Existing studies in this 

field can be categorized into three approaches: statistical analysis, 

deep learning, and hybrid approaches. However, to the best of our 

knowledge, none have incorporated the importance of named entities 

into their methodologies. In this paper, we propose DOSTE, a method 

which first extracts named entities using pre-trained models. Second, 

it constructs a graph of the entities to assign scores to each named 

entity based on its type, the distance between entities, or a 

combination of these factors. Finally, the calculated scores are utilized 

in the document similarity matching task. Empirical results indicate 

that DOSTE achieves better results by emphasizing named entities, 

resulting in an average improvement of 9% in the average recall 

metric compared to baseline methods. Notably, this improvement in 

recall is achieved without significantly reducing precision, suggesting 

that DOSTE is particularly suitable for applications where the 

completeness of retrieved documents is critical. Also, DOSTE unlike 

LLM-based approaches, does not require extensive GPU resources. 

Additionally, non-empirical interpretations of the results indicate that 

DOSTE is particularly effective in identifying similarity in short 

documents and complex document comparisons. 
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1. Introduction 

With the ongoing advancements in technology and 

the exponential growth of data generated on the 

internet, information retrieval and data analysis 

have emerged as considerable challenges [1]. This 

data spans various types, including text, images, 

audio, and video, with a substantial share 

consisting of textual data. Textual information is 

derived from diverse sources such as websites, 

emails, chats, social media, and customer feedback. 

However, extracting meaningful insights from text 

has become a complex and time intensive process, 

primarily due to challenges such as processing time 

and inherent complexity [2, 3]. 

Document similarity matching is a subfield of 

natural language processing (NLP). NLP is a 

subfield of computer science and artificial 

intelligence that utilizes various algorithms and 

methods to process and analyze natural language. 

During the initial attempts at document similarity 

analysis, methods for feature extraction such as 

Term Frequency-Inverse Document Frequency 

)TF-IDF( [6], bag-of-words [4] and n-grams [5] 

were integrated with machine learning models like 

naive Bayes [8], support vector machines (SVM) 

[7], and K-Nearest Neighbors (KNN) [9] to carry 

out document similarity tasks. Advanced NLP 

methods have been developed to extract richer 

features from text, enabling a deeper understanding 

of its semantic content. For instance, approaches 

like sentence embeddings [10], attention 

mechanisms [11, 12], and transformer-based 

architectures [13] create more refined text 

representations that effectively capture the context 
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and meaning of the language [14].Despite 

significant advancements in document similarity 

matching, many existing approaches face 

limitations in effectively handling the nuances of 

short texts, complex linguistic structures, and 

domain specific contexts. Traditional statistical 

methods often struggle to capture semantic 

relationships, while deep learning-based models 

require extensive computational resources and 

large labeled datasets. Addressing these challenges 

is essential for improving accuracy and efficiency 

in tasks such as similarity detection and complex 

document comparisons. 

A key task in natural language processing involves 

determining the similarity between documents 

within a large dataset or assessing how closely two 

documents correspond to each other. [15]. This 

process significantly contributes to the 

development and improvement of text processing 

and artificial intelligence systems, with 

applications in various fields, including 

information retrieval [1], plagiarism detection [16], 

automatic question answering [17], dialogue 

systems [18] and machine translation [19]. 

In this study, we address the limitations of 

statistical methods, such as assuming term 

independence and ignoring the semantic dimension 

of sentences, as well as the limitations of deep 

learning methods, including the need for large 

volumes of data and extensive computational 

resources. To this end, we propose a method called 

DOSTE, which leverages the high importance of 

named entities in document. DOSTE first extracts 

named entities and then determines their 

importance based on their type or their distance 

from other entities. Finally, it incorporates the 

scores of these entities into the similarity matching 

process. 

This study begins with an overview of previous 

works in the field of document similarity detection, 

and then the proposed method in this research is 

presented. Finally, we evaluate the results and 

analyze the performance of the proposed approach.  

 

2. Related Work 

Previous work on document similarity analysis can 

be categorized into three main approaches: 

statistical analysis, deep learning, and hybrid  

methods. Figure 1 illustrates the categorization of 

these existing methods. 

Statistical analysis methods determine similarity 

based solely on word distribution patterns within 

documents, without considering the semantic 

dimension of words or potential relationships 

between them [20]. Bafna et al. [21] proposed a 

multi-step approach for document clustering using 

TF-IDF and clustering algorithms.  

Their method involves preprocessing documents, 

creating a term-document matrix using TF-IDF, 

applying hierarchical agglomerative clustering and 

fuzzy K-means algorithms, and validating cluster 

quality using entropy and F-measure. Rashidi et al. 

[22] developed a fraud detection system based on 

feature selection and support vector machine 

(SVM) techniques. Their approach consists of 

three stages. In the first stage, preprocessing steps 

such as stop-word removal and lowercasing are 

performed. The second stage follows two paths: in 

the first path, paragraph comparisons are 

conducted using traditional methods, while the 

second path is based on calculating hyperplanes 

using SVM. Finally, in the third stage, it is 

determined which part of each document matches 

with sections of other documents.  Moreover, other 

statistical methods have been used [20].  

Deep learning approaches do account for the 

semantic aspects of words; however, they are often 

more costly than statistical methods and typically 

require large datasets, which may not be available 

in all languages [15]. Yang et al. [23] explored the 

task of long-to-long document matching. They 

introduced a model with a dual-stack network 

architecture, where each stack incorporates a multi-

layer transformer based hierarchical encoder 

designed to capture document representations. 

Ostendorff et al. [20] framed the task of identifying 

relationships between two documents as a binary 

classification problem. Their experiments involved 

32,168 pairs of Wikipedia articles. They selected 

nine key features from Wikidata for semantic 

document classification and tested six different 

approaches: AvgGlove, Doc2vec, Siamese BERT, 

Siamese XLNet, Vanilla BERT, and Vanilla 

XLNet. Ding et al. [24] proposed a new model, 

cogLTX, to solve the spatial and temporal 

complexity issue in BERT’s self-attention 

mechanism for long documents. The model works 

based on the cognitive model of the human brain. 

It identifies key sentences by training a judgment 

model and combining them for reasoning, thus 

Figure 1. Document matching approaches can be 

categorized into three main types: statistical-based, deep 

learning-based, and hybrid-based approaches. 
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enabling multi-step reasoning. Wang et al. [15] 

found that existing methods for calculating 

semantic similarity in long texts lacked sufficient 

accuracy. To address this, they proposed an 

algorithm based on pre-trained deep learning 

models (BERT) for extracting semantic similarity 

in long texts, using deep learning to fine tune long 

text features. Anil et al. [25] proposed a 

knowledge-based retrieval system for engineering 

information, designed to overcome limitations of 

existing approaches, including challenges with 

similarity scoring in low-dimensional vector 

spaces, high execution times, and ineffective 

feature extraction. Richard [26] introduced the 

RecBERT recommendation system, which uses 

two main methods—domain adaptation BERT and 

fine-tuning for sentence modeling—to improve 

recommendation results. Using different domains 

and pre-trained base models, RecBERT aims to 

generate meaningful sentences for user reviews in 

online forums. Korade et al. [27] investigated 

sentence similarity using different embedding 

methods followed by various classifiers. Their 

experimental results indicate that sentence 

embedding with OpenAI embeddings achieved the 

best performance. 

Hybrid methods incorporate both approaches, yet 

they still face challenges of high cost and the need 

for extensive data. Jha et al. [28] proposed the 

CoLDE method for long text document matching, 

addressing the challenge of interpretability by 

segmenting documents and using positional 

embeddings to capture structural information.  

Wang et al. [29] developed SECNN, a CNN-based 

approach for short-document classification. The 

method incorporates an attention mechanism to 

identify relevant words and leverages an external 

knowledge base to enrich semantic features. 

Finally, a classical CNN model is used to extract 

features and perform classification. Jha et al. [28] 

introduced a hierarchical recurrent neural network, 

based on a multi-depth attention mechanism, for 

semantic learning of long texts. This model, in 

addition to word information, uses the document 

structure to improve the representation of long 

documents. Farooq et al. [30] proposed a hybrid 

approach called HydMethod for measuring 

sentence similarity. This approach integrates 

various elements, including lexical databases, word 

embeddings, text set statistics, and word order 

information.  

Figure 2. The DOSTE architecture incorporates three primary methods for document similarity matching, all centered 

on named entities within the text. These methods include named entity emphasis with fixed factors, a simple graph-

based approach, and an advanced graph-based approach 
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It leverages common-sense knowledge encoded in 

lexical databases and is applicable to multiple text 

domains. Yu et al. [31] introduced the DDR-Match 

framework to enhance text matching performance, 

particularly for asymmetrical text pairs. This 

approach tackled the challenge of indistinguishable 

feature vectors in the semantic space, achieving 

improved matching results across various text 

domains. Viji and his colleague [32] found that 

traditional text similarity methods overlooked 

information about text meaning and the importance 

of word order and required large amounts of 

labeled data for training. They proposed a new 

method for improving semantic similarity 

detection, combining BERT feature extraction with 

Siamese bi-LSTM networks. Li et al. [33] 

introduced a new method that combines traditional 

retrieval approaches for lexical matching with 

newer transformer models like MPNet, Roberta, 

and MiniLM, which can capture stronger textual 

meanings. 

Statistical approaches, such as TF-IDF, bag-of-

words, or the use of handcrafted features, are 

employed to detect document similarity. Although 

these methods offer advantages such as simplicity, 

interpretability, and the ability to work with limited 

computational resources and small datasets, they 

have notable drawbacks. These include lower 

performance when detecting documents with 

complex patterns, the need for extensive feature 

engineering, and scalability issues, particularly 

when document representations require high-

dimensional spaces. Deep learning methods, by 

employing more complex embedding techniques 

such as BERT, address issues like term 

independence and the need for precise feature 

engineering. However, the use of these models 

introduces challenges in terms of model 

interpretability. Additionally, training these 

models requires a large volume of data, and there 

is also the risk of overfitting during the training 

process. Hybrid methods, by combining statistical 

and deep learning approaches, are employed for 

document similarity detection. These methods have 

the potential to leverage the advantages of both 

statistical and deep learning techniques. However, 

achieving this goal comes with challenges such as 

the complexity of combining the methods, 

increased computational overhead, and the 

optimization challenges associated with using each 

approach effectively. 

 

3. DOSTE: Our Proposed Method 

This section proposes different methods used in 

DOSTE. To retrieve the most similar documents to 

a given document, four approaches were applied: 

(1) TF-IDF-based retrieval, (2) Named Entity 

Score Enhancement, (3) Simple Graph 

Construction, and (4) Advanced Graph 

Construction. A common feature across methods 2 

to 4 is the extraction of named entities from the text 

and the boosting of their scores in the search 

process. However, each method differs in its 

approach to enhancing the score for each named 

entity. The architecture of the proposed method is 

illustrated in Figure 2.  

 

3.1. TF-IDF Based Method 

In this method, each word's score within the text is 

evaluated according to its TF-IDF (Term 

Frequency-Inverse Document Frequency) [21] 

score, without distinguishing between named 

entities and other words. This approach serves as a 

baseline method for comparison with other 

techniques. 

 

3.2. The Named Entity Emphasis Method with 

Fixed Factors 

In the first method of the DOSTE approach, named 

entities are extracted from the text, encompassing 

ten types: location, person, organization, date, 

time, money, percentage, facility, product, and 

event. For each entity type, DOSTE assigns an im-

portance factor, which is configurable and can be 

adjusted using domain-specific knowledge to 

better suit specialized tasks. The score of each 

named entity is then multiplied by its 

corresponding importance factor based on its type. 

The importance factors for each type are listed in 

Table 1. 

Table 1. Importance Factor for each Entity Type. 

Entity Type Importance Factors 

Location 1.3 

Person 1.5 

Organization 2 

Date 1.1 

Time 1.1 

Money 1.1 

Percent 1.1 

Facility 1.1 

Product 1.2 

Event 1.2 
 

3.3. Simple Graph Based Method 

In the second method of DOSTE, certain types of 

named entities are first extracted, and, similar to 



DOSTE: Document Similarity Matching considering Informative Name Entities 

 

89 

 

Figure 3, a graph of the named entities in the text is 

constructed. In this graph, nodes represent the 

named entities, without distinguishing between 

different types. An edge is created between each 

pair of consecutive named entities in the text. The 

weight of each edge is then determined based on 

the distance between the named entities in terms of 

the number of words. The core idea of this method 

is that a shorter distance between two entities 

indicates a stronger relationship and higher 

significance. Therefore, as the distance between 

two entities decreases, their score should increase. 

The formulas for calculating the score of each 

entity in this method are presented in (1) and (2). 

 

min( ) max( )

n

max( )
(new _ max

new _ min) + new _ mi

ij

ijw
w w

w w

 





  (1) 

In (1), wij is the number of words between NEi and 
NEj , w shows the vector of all wij elements. So 

max(w) shows the largest distance between two 
sequential name entities in the text. Additionally 
new_min and new_max define minimum and 
maximum importance of entities. Using (1) the 
smallest wij is mapped to new_max and the largest 
wij is mapped to new_min. 
 

1, , 1 NE max( , )i i i i iScore w w    

 

(2) 

In (2)  NEiScore  determines the score of i-th named 

entity, which is equal to the highest weight of the 
edge connected to that named entity after 
normalizing the weights using (1). 
 

3.4. Advance Graph Based Method 

In this method, similar to the previous approach, a 

graph of the named entities in the text is 

constructed. However, unlike the previous case, all 

types of entities are extracted, and the entity types 

also contribute to the scoring process. Figure 4 

illustrates the graph structure based on entity types. 

 

 

 

 

In this method, the score of each entity is 

influenced by all entities in the text, with shorter 

distances between entities leading to higher scores. 

However, this score increase also depends on the 

type of entities. When two entities are of the same 

type, the score boost is greater. Additionally, to 

prevent centrally located entities from gaining 

disproportionately high scores due to their 

proximity to others, the scores are gradually 

reduced as one progress through the named entities. 

The score for each entity in this method is 

calculated according to Equations 3 and 4. In (4), 

the DOSTE approach assigns a lower weight to 

pairs of entities of different types compared to pairs 

of entities of the same type (α <1). 
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In (3),  NEiScore  represents the score of the i-th 

named entity. And base score defines the minimum 

score for each entity. We also use the logarithm of 

distances to prevent excessive reduction in scores. 
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 In (4) the function f is introduced to adjust the 

influence of entities based on their types. This 

function takes the types of two entities as input and 

returns 1 if the types are identical; otherwise, it 

returns value α, which is less than 1. 

 

4. Empirical Results 

In this section, we evaluate DOSTE compared to 

the baseline TF-IDF approach. First, the dataset 

used will be described, followed by a presentation 

of the experimental results obtained. 

 

4.1. Dataset 

For the evaluation phase of the proposed document 

similarity methods, a range of datasets is 

commonly used, including plagiarism detection 

corpora, text similarity datasets, and QA datasets 

[16, 34-43]. In this study, the evaluation was 

conducted using the Persian plagiarism detection 

dataset, PAN2016 [44]. This dataset contains 

several textual documents designated as source 

documents and others labeled as suspicious 

documents potentially containing plagiarism. 

Plagiarism in this dataset can occur in three forms: 

Figure 3. Named Entities Graph. entities are 

represented as nodes, with no distinction based on 

type, and the edge values correspond to the number 

of words separating them. 

Figure 1 Figure 4. Advance Graph-Based method, Each figure 

type represents a distinct entity type, highlighting the 

differentiation between entity categories. 
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direct text substitution without modification, text 

substitution with minor changes—such as 

replacing certain words with synonyms—and text 

substitution with structural and more complex 

modifications intended to make plagiarism 

detection more difficult. For the evaluation of the 

proposed methods, the source documents in this 

dataset are considered as the original documents, 

while the documents containing plagiarism are 

treated as similar documents. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4.2. Comparing with base methods 

Figure 5 shows the average recall metric for each 

method. For each method, the top n most similar 

documents to each source document were selected. 

The recall metric was then calculated by dividing 

the number of retrieved similar documents to the 

source document by the total number of similar 

documents to that source.  

Figure 6 illustrates the results of various methods 

on the complex subset of the dataset where 

similarity has been created with structural and 

semantic modification. 

Figure 5. Average recall in the baseline method and proposed methods. (a) Average recall in the top 

5 retrievals. (b) Average recall in the top 10 retrievals. The increase in the score of named entities 

with each proposed method indicates better performance than the baseline model. 

Figure 6. Average Recall Metric on the Complex Subset of the Dataset. (a) Average recall in the 

top 5 retrievals. (b) Average recall in the top 10 retrievals. The results show that the increase in 

the score of named entities leads to a smaller drop in recall for the proposed methods compared 

to the baseline method in the difficult portion of the dataset. 
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Given that in a lengthy document, substituting even 

a short sentence can constitute similarity and create 

a document similar to a source document, it is 

expected that shorter source texts will enhance the 

performance of graph-based models. Thus, in 

Figure 7, the average recall metric for the 50 

documents with the fewest words in the dataset is 

presented. For a more precise evaluation of the 

dependency of each method's recall on document 

length, Figure 8 presents the Spearman correlation 

between the recall metric of each retrieval and the 

length of the corresponding document. As shown, 

in the graph-based methods, recall increases as 

document length decreases. Based on the obtained 

results, the performance of the graph construction 

method in DOSTE largely depends on the text 

length. When the text is longer, the number of 

named entities increases, which can result in the 

influence of irrelevant named entities on the 

similarity results. It was also observed that 

enhancing the scores of named entities improves 

the method's ability to detect complex similarities, 

leading to less accuracy decline compared to the 

baseline TF-IDF method. Additionally, in the 

equations introduced in Section 3, precise 

Figure 7. Average recall for 50 documents with shortest length as source document. (a) 

Average recall in the top 5 retrievals. (b) Average recall in the top 10 retrievals. The results 

show that, for short documents, the Advance Graph Based method yields the best result. 

Figure 8. Spearman Correlation Between Document Length and Recall Metric Across 

Different Methods. (a) Correlation between recall and document length in the top 5 

retrievals. (b) Correlation between recall and document length in the top 10 retrievals. 
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parameter tuning can significantly enhance the 

performance of each model. 

 

5. Conclusions and Future Work 

The detection of similar documents within 

extensive document collections remains a critical 

challenge in the field of document similarity 

detection, especially for tasks like plagiarism and 

academic fraud detection. This paper proposed 

DOSTE, a method that leverages the significance 

of named entities to enhance similarity assessment 

between documents. By extracting named entities 

and applying statistical and graph-based techniques 

to assign weights, DOSTE improves upon 

traditional methods. Our evaluations demonstrate 

that DOSTE not only achieves better recall—

showing an average improvement of 9% over 

baseline methods—but also requires less 

computational time compared to large language 

model approaches like Siamese networks. Notably, 

the graph-based strategies within DOSTE are 

particularly effective for short texts and complex 

instances of academic fraud, underscoring the 

pivotal role of named entities in similarity 

detection. 

Future research in document similarity detection 

can further enhance the DOSTE method by 

exploring the construction of entity graphs at 

different textual granularities, such as paragraphs 

or sentences, to capture more nuanced relationships 

within longer documents. Fine-tuning the 

weighting parameters for named entities using 

adaptive algorithms or machine learning 

techniques could improve the method's adaptability 

across diverse text types and domains. Integrating 

DOSTE with semantic embeddings from pre-

trained language models may offer additional 

improvements in detection accuracy. Finally, 

incorporating domain knowledge into the 

weighting scheme could enhance similarity 

detection in specialized fields and domain specific 

tasks. 
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 .1404سال  ،دوره سیزدهم، شماره اول ،کاویمجله هوش مصنوعی و داده                                              و همکاران                                              رحمانی

 

 دار حاوی اطلاعات مفیدهای نامبیق شباهت اسناد با در نظر گرفتن موجودیتتطدوستی: 

 

 سامان محمدی رئوف و ، امیرحسین درخشان*حسین رحمانی، قلیمیلاد اله

 .صنعت ایراندانشکده مهندسی کامپیوتر، دانشگاه علم و 

 30/01/2024 پذیرش؛ 17/01/2024 بازنگری؛ 14/12/2024 ارسال

 چکیده:

توان به سه تطبیق شباهت اسناد برای بازیابی کارامد اطلاعات، تشخیص سرقت ادبی و تحلیل محتوا ضروری است. مطالعات موجود در این زمینه را می

های ترکیبی تقستتتیم کرد. با این حال، با توجه به بیترین دانا ما هید کداز از مطالعات ادگیری عمیق و روشی هایهای آماری، روشدستتتته تحلیل

شی که ابتدا موجودیت در این مقاله ما اند. های خود لحاظ نکردهدار را در روشهای نازاهمیت موجودیت ستی را معرفی میکنیم. رو دار های نازروش دو

ستفاده از ستخراج میمدل متن را با ا شده ا سپس گرافی از موجودیتهای از پیا آموخته  صله ها میکند.  ساس نوع آن، فا سازد و به هر موجودیت بر ا

شود. در نیایت از امتیازهای به دست آمده برای تطبیق شباهت اسناد استفاده میدهد. ها و یا ترکیب این دو امتیازی اختصاص میآن با دیگر موجودیت

معیار میانگین فراخوانی بدون کاها قابل توجه در معیار صحت  %9دار، باعث افزاش های نازبا تاکید بر موجودیتدهد که دوستی جربی نشان مینتاید ت

شان میمی سناد بازیابی شده اهمیت داردشود. این ویژگی ن برخلاف ، مناسب است. علاوه براین دهد که دوستی به ویژه در کاربردهایی که کامل بودن ا

دهد که دوستتی در های زبانی بزرگ دوستتی نیازمند مناب  پردازشتی ستنگین نیستت. هم نین تحلیل کیفی نتاید نشتان میهای مبتنی بر مدلروش

 شناسایی شباهت اسناد کوتاه و مقایسه اسناد پی یده عملکرد موثری دارد.

 .هاموجودیتدار، گراف های نازشباهت اسناد، موجودیتتطبیق  :کلمات کلیدی

 


