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 Bipolar disorder (BD) remains a pervasive mental health challenge, 

demanding innovative diagnostic approaches beyond traditional, 

subjective assessments. This study pioneers a non-invasive handwriting-

based diagnostic framework, leveraging the unique interplay between 

psychological states and motor expressions in writing. Our hybrid deep 

learning model, combining ResNet for intricate feature extraction and 

external attention mechanisms for global pattern analysis, achieves a 

remarkably high accuracy 99%, validated through Leave-One-Subject-

Out (LOSO) cross-validation. Augmented with advanced data 

preprocessing and augmentation techniques, the framework adeptly 

addresses dataset imbalances and handwriting variability. For the first 

time, Persian handwriting serves as a medium, bridging cultural gaps in 

BD diagnostics. This work not only establishes handwriting as a 

transformative tool for mental health diagnostics but also sets the stage 

for accessible, scalable, and culturally adaptive solutions in global 

mental healthcare. 
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1. Introduction 

Bipolar disorder (BD) is a severe and complex 

mental health condition characterized by alternating 

episodes of mania and depression, significantly 

affecting patients’ quality of life, relationships, and 

productivity [1,2]. Globally, BD affects 

approximately 3% of the population, making it a 

critical public health issue [3]. Accurate and timely 

diagnosis is essential for effective treatment, but 

current diagnostic methods often rely heavily on 

subjective clinical assessments and patient self-

reporting. These approaches can lead to delayed 

diagnosis or misclassification, particularly when BD 

symptoms overlap with other mood disorders such as 

major depressive disorder (MDD) [4]. Developing 

objective, data-driven diagnostic tools is vital to 

improving early detection and intervention 

strategies, ultimately reducing the burden of the 

disorder on individuals and healthcare systems [5]. 

In recent years, researchers have explored various 

modalities for BD diagnosis, including genomic data, 

neuroimaging, and Electroencephalogram (EEG) 

signals. For instance, Laksshman et al. [6] developed 

the DeepBipolar model based on convolutional 

neural networks (CNNs) to predict BD phenotypes 

using limited genetic data. Despite its high accuracy, 

the reliance on costly and complex datasets limits its 

accessibility. Similarly, Metin et al. [7] employed 

deep learning techniques to analyze EEG data, 

achieving accuracies exceeding 95%. However, the 

high computational demands and need for extensive 

data hinder the practicality of this method. 

This study aims to address the critical need for more 

accessible and non-invasive diagnostic tools for BD. 

One specific question we explore is: Can 

handwriting analysis, a non-invasive and cost-

effective modality, be used reliably to detect BD? 

Handwriting analysis has recently gained attention as 
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a non-invasive and cost-effective modality for 

identifying motor and cognitive impairments linked 

to BD. Studies like Crespo et al. [8] have 

demonstrated that handwriting features, including 

pressure, velocity, and fluency, vary significantly 

between BD patients and healthy individuals. What 

are the specific handwriting features that could serve 

as biomarkers for BD diagnosis, and how can deep 

learning methods improve the identification of these 

features? While promising, these approaches often 

lack robust datasets and advanced feature extraction 

methods, limiting their diagnostic potential. 

Moreover, Ayaz et al. [9] explored a multimodal 

approach for mental disorder recognition by 

integrating audio, video, and text data, utilizing 

recurrent neural networks and adaptive fusion 

techniques for enhanced accuracy and performance. 

Despite advancements in handwriting analysis as a 

diagnostic tool, significant gaps persist, particularly 

in its application to Persian handwriting. What 

challenges arise when applying handwriting analysis 

to Persian handwriting, and how can these challenges 

be addressed to enhance diagnostic accuracy? 

Current methods often depend on limited datasets 

and lack representation of culturally specific 

handwriting styles [10], especially for Persian-

speaking communities [11]. Additionally, advanced 

deep learning techniques for feature extraction and 

classification have not been fully utilized in this 

context, and image augmentation strategies to 

enhance model generalization and robustness remain 

underexplored. While Jamali et al. [12] have 

conducted a study on Persian handwriting using 

image processing techniques and machine learning 

models, their work was limited in scope and did not 

incorporate advanced deep learning or 

comprehensive datasets. This study specifically 

addresses the question: Can a deep learning-based 

approach leveraging Persian handwriting data 

overcome current limitations and improve BD 

diagnosis in culturally diverse populations? This gap 

underscores the urgent need for innovative 

approaches tailored to Persian handwriting, 

leveraging advanced methodologies to address these 

limitations and expand the applicability of 

handwriting analysis in culturally diverse settings. 

Our research aims to explore the feasibility of this 

approach, focusing on improving the diagnostic 

accuracy for BD in Persian-speaking populations. 

The contributions of this study are as follows: 

1. For the first time, Persian handwriting is 

systematically analyzed as a diagnostic biomarker, 

addressing cultural and linguistic gaps in mental 

health research. Advanced augmentation techniques 

and tailored preprocessing methods ensure that this 

approach is adaptable to diverse populations. 

2. We developed and implemented a novel deep 

learning-based model that combines ResNet for 

extracting intricate features and External Attention to 

focus on critical handwriting characteristics, 

specifically tailored for Persian handwriting analysis. 

3. The proposed framework was rigorously 

evaluated against state-of-the-art methods for bipolar 

disorder diagnosis. Our approach demonstrated 

exceptional performance, achieving an accuracy 

exceeding 99%, highlighting its effectiveness and 

reliability. 

Our approach represents the first systematic effort to 

augment and analyze Persian handwriting data for 

bipolar disorder diagnosis. By incorporating 

techniques such as rotation, scaling, and noise 

addition, we significantly expand the dataset's 

diversity and improve model performance. The 

integration of Residual Network (ResNet) and 

External Attention enhances feature extraction and 

focus, enabling superior accuracy and 

generalizability. This research bridges existing gaps 

and contributes to developing culturally relevant, 

cost-effective, and accessible diagnostic tools for 

mental health disorders. 

The remainder of this article is organized as follows: 

Section 2 reviews related work, highlighting key 

advancements and limitations in BD diagnosis 

methods. Section 3 outlines the proposed 

methodology, detailing the model architecture and 

data preprocessing techniques. Section 4 presents 

experimental results and comparisons with existing 

methods. Finally, Section 5 discusses the 

implications of the findings, future research 

directions, and potential clinical applications. 

 

2. Related Work 

Research on handwriting analysis as a diagnostic tool 

for bipolar disorder remains limited, and most 

existing studies have relied on alternative modalities 

such as EEG, Magnetic Resonance Imaging (MRI), 

multimodal fusion, or genomic analysis. While these 

approaches have demonstrated strong classification 

performance, they present significant challenges in 

terms of cost, accessibility, and computational 

complexity. Below, we review the existing methods 

and highlight their strengths and limitations, while 

also positioning our work as a novel contribution that 

addresses key shortcomings in handwriting-based 
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bipolar disorder diagnosis. Ayaz et al. [9] proposed a 

framework combining audio, video, and textual 

modalities to improve the recognition of mental 

disorders. Their approach utilized recurrent neural 

networks (RNNs) to capture temporal feature 

evolution, integrating multimodal data streams via an 

adaptive nonlinear judge classifier. While this 

method demonstrated state-of-the-art classification 

accuracy, its reliance on multimodal data makes 

implementation challenging in real-world clinical 

scenarios, as acquiring and processing multiple data 

types is resource-intensive. Unlike this approach, our 

method focuses exclusively on handwriting, an 

accessible and cost-effective modality. 

Laksshman et al. [6] introduced DeepBipolar, a 

CNN-based model designed to analyze genomic data 

for bipolar disorder classification. Although the 

model’s automated feature extraction reduced the 

need for preprocessing, its dependency on large-scale 

standardized genetic datasets makes it difficult to 

apply widely. The high costs associated with genetic 

data collection further limit its real-world feasibility. 

In contrast, our approach requires only handwriting 

samples, eliminating the need for expensive and 

complex genetic testing. 

Metin et al. [7] employed 1D-CNN, 2D-CNN, and 

LSTM architectures for EEG-based classification of 

bipolar disorder, achieving high accuracy (95.91%) 

by leveraging deep neural networks to capture spatial 

and temporal patterns in brain activity. However, 

EEG data acquisition is highly specialized and 

requires controlled laboratory environments, limiting 

its accessibility. Our handwriting-based approach 

provides a more practical alternative that does not 

require specialized hardware or clinical supervision. 

Li et al. [13] employed a support vector machine 

(SVM) to integrate structural data, specifically 

voxel-based morphometry, and functional data from 

MRI for the diagnosis of bipolar disorder. Their 

dataset consisted of 44 patients and 36 healthy 

controls. However, MRI imaging is both costly and 

time-consuming, restricting its feasibility for large-

scale screening. By contrast, our handwriting-based 

approach enables non-invasive, cost-effective 

detection without the need for advanced imaging 

facilities. 

Several studies have explored machine learning 

models for mood prediction, focusing on behavioral 

and physiological data. Ceccarelli and Mahmoud 

[14] integrated audio, video, and textual information 

for mental disorder classification using adaptive late 

fusion techniques. While their method was effective 

in capturing complex behavioral patterns, its 

multimodal nature demands extensive data 

processing and feature engineering. Our study 

circumvents these challenges by developing a 

handwriting-specific diagnostic model that does not 

rely on multimodal integration. 

Rotenberg et al. [15] developed a predictive model 

for depressive relapses, analyzing data from 800 

patients, 507 of whom experienced relapses, while 

293 did not. Their study successfully identified 

relapse predictors but lacked psychosocial and 

behavioral features, reducing its generalizability. 

Disha et al. [16] proposed a hybrid model combining 

decision trees with neural networks to predict mood 

variations in bipolar patients. Although their method 

improved prediction accuracy (85%), its high 

computational complexity and dependency on 

diverse datasets posed challenges. 

Luján et al. [17] explored EEG-based classification, 

integrating a radial basis function neural network 

with a fuzzy means algorithm to achieve 97% 

accuracy in bipolar disorder detection. Despite its 

success, the need for EEG hardware and laboratory-

controlled recordings limits its accessibility. 

Handwriting analysis for bipolar disorder has 

received comparatively less attention, yet emerging 

studies suggest its diagnostic potential. Jamali et al. 

[12] explored handwriting-based classification, 

applying image processing techniques and machine 

learning models to analyze handwriting samples. 

However, their study suffered from a lack of dataset 

diversity and did not incorporate augmentation 

strategies, limiting generalization and classification 

robustness. Our study overcomes these limitations by 

employing advanced augmentation techniques, 

enhancing the model’s ability to generalize across 

handwriting variations. 

Despite progress in handwriting-based approaches, 

key limitations persist. Existing studies have often 

relied on small, static datasets, lacking sufficient 

augmentation techniques to enhance generalization. 

Additionally, prior handwriting-based classification 

models have not fully leveraged deep learning 

architectures optimized for handwriting analysis. 

Our work directly addresses these challenges by 

introducing a deep learning-driven approach for 

Persian handwriting-based bipolar disorder 

detection, utilizing data augmentation, feature 

extraction, and subject-independent validation 

strategies to improve model robustness. 
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3. Proposed Model  

Handwriting analysis has long been explored as a 

tool to understand psychological and neurological 

states. Detecting bipolar disorder through 

handwriting images offers a novel, non-invasive 

diagnostic approach. This method leverages patterns 

in handwriting, such as stroke pressure, slant, speed, 

and irregularities, which are influenced by emotional 

and cognitive states. 

To address this, we propose a hybrid framework that 

combines convolutional residual networks and 

external attention mechanisms. This architecture is 

designed to extract both local and global features 

from handwriting patterns, capturing subtle and 

complex variations indicative of bipolar disorder. 

The proposed methodology is built upon the 

principles of deep learning and attention mechanisms 

to enable effective classification of handwriting 

images. The model processes input images to 

identify features unique to bipolar disorder, ensuring 

robust and scalable results. 

 

3.1. Handwriting Data Processing 

The preprocessing stage is essential for ensuring 

high-quality, noise-free, and consistently formatted 

handwriting images, allowing deep learning models 

to extract relevant features effectively. To achieve 

this, we implemented a systematic preprocessing 

pipeline designed to maintain the authenticity of 

handwriting while improving clarity and model 

performance. Our preprocessing steps include 

contrast normalization, stroke thickness 

standardization, noise removal, and image resizing, 

all of which have been widely applied in handwriting 

recognition and biometric research [18-21]. These 

techniques help mitigate external variability caused 

by different writing conditions, tools, or scanning 

artifacts, ensuring a reliable feature extraction 

process. 

We applied contrast normalization to enhance the 

visibility of handwriting strokes, making faint or 

low-contrast handwriting more distinguishable. This 

step is particularly crucial in cases where variations 

in ink intensity or faded strokes could lead to 

information loss during feature extraction [21]. 

Similarly, stroke thickness standardization was used 

to reduce inconsistencies caused by varying writing 

pressure, writing instruments, or emotional states, 

allowing the model to focus on the structure of the 

handwriting rather than being influenced by stroke 

width variability [20]. These preprocessing steps 

have been extensively validated in forensic 

handwriting analysis, demonstrating that they 

improve classification accuracy while preserving 

essential biometric properties [22]. 

Additionally, noise removal was applied to eliminate 

unwanted artifacts such as background smudges, 

scanning distortions, and ink bleeding, ensuring that 

only relevant handwriting information is processed 

[19]. This step prevents unnecessary distractions that 

could interfere with stroke-based feature extraction 

while maintaining the integrity of handwriting 

patterns. Finally, image resizing was performed to 

adjust all handwriting samples to a fixed dimension 

of 224×224 pixels, ensuring uniform input size 

across the dataset. This standardization prevents 

variations in resolution from affecting classification 

performance, a well-established practice in deep 

learning-based handwriting recognition [21]. 

The selected preprocessing methods align with best 

practices in handwriting analysis and do not interfere 

with fundamental handwriting characteristics such as 

stroke fluency, pressure estimations, or writing 

patterns. While pen pressure is a dynamic trait 

typically measured using specialized hardware, 

studies confirm that stroke intensity and line 

thickness serve as reliable proxy features for pressure 

estimation, ensuring that preprocessing does not 

obscure meaningful handwriting traits [22,23]. 

Additionally, deep learning models such as CNNs 

and RNNs have been proven to be highly robust to 

small variations in handwriting input, ensuring that 

minor transformations, such as contrast adjustments 

or resizing, do not negatively impact classification 

accuracy [24]. By following state-of-the-art forensic 

handwriting analysis methodologies, we ensure that 

our preprocessing pipeline enhances feature 

extraction while preserving the authenticity of 

handwriting data, ultimately leading to more 

accurate and reliable classification outcomes [21]. 

 

3.2. Augmentation 

To address the challenge of limited dataset size while 

ensuring that the model generalizes effectively 

across diverse handwriting styles, we applied a 

carefully controlled augmentation strategy. However, 

not all augmentation techniques are beneficial, and 

improper transformations can introduce artificial 

features that distort class-specific handwriting 

characteristics. Studies confirm that while 

augmentation improves generalization, certain 

augmentations—such as excessive warping, random 

cropping, or extreme affine transformations—can 

reduce accuracy and misrepresent the original dataset 
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[25,26]. Therefore, the selection of augmentation 

methods must be tailored to biologically and 

linguistically valid handwriting variations, 

particularly in Persian script. 

A major consideration in augmentation was ensuring 

authenticity in the generated samples to prevent 

misclassification between BD and healthy 

handwriting. Horizontal flipping was explicitly 

removed, as Persian handwriting follows a right-to-

left orientation, and mirroring could create unnatural 

writing structures that do not exist in real-world 

Persian handwriting. Instead, augmentations such as 

rotation (±15°), scaling (85%-115%), translation 

(minor horizontal and vertical shifts), and controlled 

elastic distortions were applied within biologically 

plausible ranges to simulate natural handwriting 

variations caused by emotional state, writing speed, 

and motor function variability. Each augmented 

sample underwent expert validation and statistical 

checks to ensure that BD-related handwriting traits 

were preserved post-augmentation while avoiding 

the introduction of artificial class similarities. This 

aligns with prior research demonstrating that CNN-

based handwriting models perform best when 

augmentation is restricted to realistic variations [27] 

A critical aspect of our augmentation strategy was 

addressing potential misalignment between BD and 

healthy handwriting features. To prevent cross-

contamination of distinguishing handwriting traits, 

we conducted feature distribution analyses before 

and after augmentation, confirming that handwriting 

features remained within their respective class 

characteristics. Additionally, augmentation was 

restricted to transformations that preserved stroke 

integrity, ensuring that deep learning models could 

still extract the distinguishing patterns unique to BD 

handwriting. This safeguards against augmentation-

induced class overlap, as observed in studies where 

excessive augmentation led to feature blurring 

between different handwriting styles [28].  

To further address concerns regarding dataset 

expansion, the augmentation process increased the 

dataset from 73 original samples (17 BD, 56 healthy 

controls) to 1,460 samples. This expansion was 

achieved through controlled augmentation 

techniques applied evenly across both classes to 

preserve class balance and prevent model bias. Each 

transformation was applied individually or in 

combinations to generate diverse yet class-consistent 

handwriting variations, ensuring that CNN and 

ResNet architectures could still extract invariant 

handwriting features. Prior studies confirm that deep 

learning models can effectively generalize across 

augmented handwriting data, provided that 

augmentation adheres to naturalistic constraints [29]. 

 

3.3. Residual Networks (ResNet) 

Residual networks are utilized to efficiently train 

deep architectures by addressing the vanishing 

gradient problem [30,31]. They allow layers to focus 

on learning residual functions F(x) rather than direct 

mappings H(x), expressed as [30]: 

( ) ( )H x F x x= +    (1) 

This approach facilitates the learning of both simple 

and complex features in handwriting, such as loops, 

line consistency, and pressure variations. Two types 

of residual blocks are used, including the identity 

block, which preserves the dimensional consistency 

between the input and output: 

( , )iy F x W x= +    (2) 

where F(x,Wi)=W2σ(W1x), W1 and W2 are weights, 

and σ is the ReLU activation function. Moreover, the 

projection block aligns the input and output 

dimensions when they differ: 

( , )i sy F x W W x= +    (3) 

where Ws is the projection matrix.  

 

3.4. External Attention Mechanism 

External attention mechanisms enhance the model’s 

ability to analyze global relationships across 

handwriting features, such as stroke interactions over 

a page [32,33], through computation that involves: 

( ),T
outA Norm FM F AM= =    (4) 

where 𝐹 is the feature map derived from handwriting 

images and 𝑀 is a learnable memory matrix 

independent of the input. The normalization process 

reduces sensitivity to scale variations: 
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The differences between the α values are as follows: 

,i jα% represents the raw similarity scores between 

features and memory before normalization. ,ˆi jα  is 

the column-wise normalized value using the softmax 

function, while ,i jα  is the final row-wise normalized 

attention weight. This final normalization ensures 
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consistency across scales and helps the model focus 

on the most relevant features. 

 

3.5. Deep Learning Model 

We utilized the external attention mechanism from 

Figure 1(a) in our framework, enabling enhanced 

feature learning through memory unit normalization 

and global pattern focus. This approach effectively 

captures critical handwriting characteristics, 

ensuring robustness and adaptability, particularly for 

Persian handwriting data, in bipolar disorder 

diagnosis.  

 

 
Figure 1. Comparison of attention mechanisms employed in 

the proposed framework. (a) External attention mechanism 

utilizes a memory unit to enhance feature learning by 

normalizing input features and focusing on critical patterns 

across handwriting samples. (b) Self-attention mechanism. 

The model architecture has been specifically 

modified to optimize for the unique characteristics of 

handwriting data (see Figure 2). To achieve this, we 

used fewer ResNet blocks compared to traditional 

architectures. 

In addition to simplifying the ResNet architecture, 

we strategically incorporated external attention 

modules to focus on global handwriting patterns. 

These modules allow the model to emphasize certain 

characteristics that are crucial for handwriting 

recognition, such as baseline consistency and 

looping tendencies. These features are particularly 

important for distinguishing between different styles 

of handwriting and can provide valuable insights into 

underlying conditions such as bipolar disorder. The 

attention mechanism helps the model better capture 

these subtle but important global features across the 

entire handwriting image. 

For training, we employed cross-entropy loss as the 

primary objective function, which is widely used for 

classification tasks. To prevent overfitting and 

encourage the model to generalize well, we added a 

regularization term. The loss function (L) is defined 

as: 

2

1 1

1
ˆlog( )

N W

i i ji j
L y y λ W

N = =
= - +å å    (8) 

where, yi represents the true label of the ith sample, 

ˆiy is the predicted probability for the ith sample, λ is 

the regularization coefficient, Wj are the weights in 

the model, and N is the total number of samples, 

while W represents the total number of weights. This 

equation defines how the loss function is calculated, 

incorporating both the classification error and 

regularization to ensure the model generalizes well. 

 

 
Figure 2. Overview of the proposed hybrid deep learning framework for handwriting-based bipolar disorder diagnosis. 



Hybrid Deep Learning for Bipolar Detection via Persian Handwriting 

125 
 

The regularization term helps control the complexity 

of the model by penalizing large weight values, 

which encourages the model to learn simpler, more 

generalizable features. This combination of cross-

entropy loss and regularization ensures that the 

model is well-equipped to handle the variability in 

handwriting while avoiding overfitting to the training 

data. Finally, by optimizing the architecture and 

implementing an effective training strategy, the 

model becomes more adept at recognizing 

handwriting patterns that are indicative of bipolar 

disorder, all while maintaining efficiency and 

accuracy in real-world applications. 

 

4. Experimental Results  

This section evaluates the proposed framework for 

diagnosing bipolar disorder using Persian 

handwriting analysis. Key metrics such as accuracy, 

precision, recall, F1 score, and Area Under the 

Receiver Operating Characteristic Curve (AUC-

ROC) are presented to demonstrate the model's 

effectiveness. Comparisons with state-of-the-art 

methods highlight its superior performance and 

generalizability. 

Additionally, an ablation study examines the impact 

of components like ResNet blocks and external 

attention mechanisms, while qualitative analyses, 

including attention map visualizations, provide 

insights into the model's focus on critical 

handwriting features. These results establish the 

framework's reliability and potential for real-world 

mental health diagnostics. 

Moreover, to ensure the reliability and validity of the 

proposed model, we employed multiple measures 

addressing dataset representativeness, overfitting, 

and generalizability. The dataset, sourced externally, 

includes handwriting samples from individuals with 

bipolar disorder (17 samples) and healthy controls 

(56 samples). Advanced data augmentation 

techniques, such as rotation, scaling, noise addition, 

and elastic distortions, were applied to enhance the 

dataset’s diversity and representativeness. To prevent 

overfitting, we utilized the Leave-One-Subject-Out 

(LOSO) Cross-Validation method, ensuring the 

model was tested on unseen data from individual 

subjects. Additionally, regularization techniques and 

external attention mechanisms focused the model on 

extracting key handwriting features while 

minimizing noise. Extensive preprocessing, 

including contrast normalization and noise removal, 

further ensured data consistency. These measures 

collectively validate the model’s high reported 

accuracy (98.96%) and demonstrate its strong 

generalizability across diverse handwriting 

variations. 

 

4.1. Dataset 
The dataset used in this study comprises handwriting 

samples collected from individuals diagnosed with 

bipolar disorder and healthy controls [12,34]. 

The handwriting samples contain the Persian 

sentence: "دیروز هوا ابری بود، باران بارید و زمین خیس شد" 

("Yesterday the weather was cloudy, it rained, and the 

ground became wet"), written by each participant 

(see Figure 3). Specifically, the dataset includes 17 

handwriting images from individuals with bipolar 

disorder and 56 handwriting images from healthy 

participants, providing a clear distinction between 

the two groups. The handwriting images vary in 

dimensions due to differences in writing styles and 

original image capture conditions. To ensure 

compatibility with the deep learning model, all 

images were resized to a uniform input size of 224 × 

224 pixels while preserving their essential features. 

Additionally, preprocessing steps, such as contrast 

normalization, stroke thickness adjustment, and 

noise removal, were applied to enhance the quality 

and consistency of the dataset. These steps, 

combined with advanced augmentation techniques, 

significantly improved the dataset's diversity and 

robustness, laying a strong foundation for effective 

model training and evaluation. 
The dataset utilized in this study consists of Persian 

handwriting samples collected from individuals 

diagnosed with BD and healthy control participants. 

The handwriting samples were obtained under 

controlled conditions to minimize external 

influences on writing behavior, following best 

practices used in previous studies on BD and motor 

impairments [8,9]. Participants were asked to write a 

predefined sentence six times in a single session to 

ensure consistency and reduce intra-individual 

variability in handwriting patterns. The selected 

sentence was carefully designed to include a diverse 

range of linguistic and motor components, enabling 

a comprehensive analysis of handwriting features 

relevant to BD diagnosis. Prior research has 

demonstrated that handwriting-related motor 

dysfunction, including changes in stroke pressure, 

velocity, fluency, and letter spacing, are associated 

with cognitive and neurological impairments in BD 

patients [8,9,35]. 
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(a) (b)  

Figure 3. Handwriting samples showcasing (a) from healthy individual, and (b) from an individual with bipolar disorder [12,34]. 

 

To ensure high-quality labeling of the dataset, 

clinical diagnoses were confirmed by experienced 

psychiatrists using the Diagnostic and Statistical 

Manual of Mental Disorders, Fifth Edition (DSM-5) 

criteria [36]. The dataset was manually labeled 

following a rigorous validation process, aligning 

with established methodologies in BD research 

[37,38]. Similar studies have highlighted the 

importance of longitudinal tracking of handwriting 

changes in BD patients to monitor disease 

progression and response to treatment [9,38]. 

Research has also shown that genetic predispositions 

and neurological biomarkers influence BD motor 

abnormalities, making handwriting analysis a 

promising diagnostic approach [39]. To enhance 

dataset representativeness and prevent overfitting, 

data augmentation techniques were applied, 

including controlled rotation, scaling, noise addition, 

and elastic distortions, similar to methods 

successfully implemented in BD classification 

models [37]. These augmentation techniques were 

carefully adjusted to preserve intrinsic handwriting 

characteristics, ensuring that no artificial distortions 

were introduced into the dataset. Given the potential 

risk of feature misalignment—where augmentation 

may inadvertently introduce characteristics 

resembling healthy controls—a post-processing 

validation step was conducted [8]. This aligns with 

best practices in machine learning applications for 

BD diagnosis, where augmentation is used 

conservatively to improve model generalization 

while maintaining diagnostic integrity. 

Additionally, prior studies have emphasized that BD-

related motor dysfunctions are not merely random 

anomalies but stem from neurological abnormalities 

in movement coordination and cognitive processing, 

which can be detected through handwriting analysis 

[8,9,39]. By leveraging these insights, our dataset 

provides a quantitative foundation for future AI-

driven BD detection models, similar to previous 

studies using multimodal machine learning 

approaches for BD classification [37]. The dataset, 

along with its preprocessing pipeline, is publicly 

accessible to facilitate reproducibility, 

benchmarking, and further advancements in BD 

diagnostic research [40]. 

 

4.2. Model Performance 
The LOSO Cross Validation method is particularly 

suitable for this study as it provides a rigorous 

evaluation framework by ensuring the model is 

tested on completely unseen data from an individual 

subject. This approach is especially critical in 

healthcare-related machine learning tasks, where 

overfitting to the unique characteristics of specific 

individuals' handwriting must be avoided. In a small 

and imbalanced dataset, such as the one used here (17 

bipolar samples and 56 healthy samples), LOSO 

offers a robust mechanism to assess the model's 

ability to generalize effectively beyond the training 

data. In addition, to ensure that our model effectively 

generalizes to unseen handwriting patterns and is not 

biased toward individual writing styles, we 

employed LOSO cross-validation as the primary 
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evaluation strategy. This approach is particularly 

well-suited for small datasets where subject 

variability plays a crucial role in classification 

performance. In LOSO, during each iteration, 

handwriting samples from a single individual were 

completely excluded from the training process and 

reserved for independent testing. This process was 

repeated systematically, ensuring that each subject 

served as the test case once, while the handwriting 

data from all other subjects contributed to training. 

This rigorous method prevents the model from 

learning subject-specific patterns and enhances its 

ability to recognize generalizable handwriting 

characteristics that are relevant to distinguishing 

between healthy individuals and those with bipolar 

disorder. 

To comprehensively evaluate model performance, 

we assessed classification accuracy at two levels. At 

the sample level, each handwriting instance was 

treated as an independent input, and classification 

accuracy was computed based on correctly predicted 

samples across all LOSO folds. While this metric 

provides insights into per-instance classification 

reliability, real-world diagnostic applications require 

decision-making at the individual level. Therefore, 

we also evaluated subject-level accuracy, where a 

majority voting scheme was applied to aggregate 

predictions across all handwriting samples belonging 

to a single individual. In this approach, the class with 

the highest frequency among a subject’s samples was 

considered the final decision for that individual. This 

methodology ensures that our evaluation strategy 

aligns with clinical diagnostic frameworks, where 

patient-level classification is the primary objective 

rather than individual handwriting instance 

classification. 

By implementing LOSO cross-validation, we 

mitigate the risk of overfitting to specific 

handwriting styles and ensure that the model’s 

performance is evaluated in a subject-independent 

manner. This approach enhances the generalizability 

and robustness of our handwriting-based bipolar 

disorder classification framework, making it more 

applicable to real-world diagnostic scenarios. 

Furthermore, LOSO aligns with best practices in 

biometric and medical handwriting analysis, where 

subject variability is a key consideration in model 

validation. 

Each fold involves using one subject’s handwriting 

sample as the test set while the remaining data are 

used for training, guaranteeing that no data leakage 

occurs and maintaining the integrity of the evaluation 

process. Furthermore, LOSO ensures that the 

reported performance metrics—accuracy, precision, 

recall, and F1 score—truly reflect the model's ability 

to generalize to unseen individuals, which is 

particularly important given the personal variations 

in handwriting style, stroke pressure, and slant that 

can significantly influence classification. Table 1 

presents the performance metrics for training and 

testing phases, highlighting the impact of data 

augmentation. The results underscore the 

transformative effect of augmentation on the 

machine learning model designed for bipolar 

disorder detection from handwriting samples. 

Without augmentation, the model achieves a training 

accuracy of 96.20% and a testing accuracy of 

93.13%. 
 

Table 1. Performance metrics for training and testing phases, highlighting the impact of data augmentation. 

Augmentation Phase 
Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1 

Score 

(%) 

True 

Positives 

(TP) 

False 

Positives 

(FP) 

True 

Negatives 

(TN) 

False 

Negatives 

(FN) 

No Aug 
Training 96.20 94.78 88.58 91.57 15.06 0.83 55.16 1.94 

Testing 93.13 87.86 82.33 84.99 14.05 1.94 53.06 3.01 

Aug 
Training 99.70 99.56 99.41 99.49 16.83 0.10 55.85 0.12 

Testing 98.96 99.73 98.64 99.19 16.68 0.27 54.69 0.26 

While these results demonstrate the model’s 

foundational capability, the recall metric indicates 

room for improvement, standing at 88.58% for 

training and 82.33% for testing. These values reflect 

a higher rate of false negatives, where bipolar cases 

are misclassified as healthy. Similarly, the F1 score 

and precision without augmentation are lower, 

emphasizing the challenges posed by the imbalanced 

dataset and handwriting diversity. For instance, false 

positives and false negatives remain at 0.83 and 1.94 

during training and 1.94 and 3.01 during testing, 

respectively. Incorporating data augmentation 

significantly improves model performance across all 

metrics. Training accuracy rises to 99.71%, while 

testing accuracy improves to 98.97%, demonstrating 

the model’s enhanced ability to generalize to unseen 

samples Recall improves to 99.41% during training 

and 98.64% during testing, effectively reducing false 
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negatives—a critical enhancement for reliable 

bipolar disorder detection. Precision and F1 scores 

remain exceptionally high at 99.56% and 99.49% 

during training, and 99.73% and 99.19% during 

testing, highlighting the model’s ability to balance 

the correct classification of both bipolar and healthy 

samples. Notably, false positives and false negatives 

remain minimal, with 0.10 and 0.12 during training, 

and 0.27 and 0.26 during testing, ensuring a robust 

and highly accurate classification system. 

These results, derived from multiple iterations of the 

LOSO cross-validation process, emphasize the 

critical role of augmentation in addressing the 

variability and imbalance inherent in handwriting-

based bipolar disorder datasets. The consistency 

observed across multiple runs validates the 

robustness of the proposed approach, making it a 

reliable solution for real-world diagnostic 

applications. By leveraging data augmentation, the 

model demonstrates an ability to adapt to diverse 

handwriting variations, ensuring improved accuracy 

and reliability in detecting bipolar disorder.  

The ROC curve presents a comprehensive 

comparison of three different models—Attention + 

CNN, CNN + Transformer, and the Proposed 

Model—alongside a random baseline classifier. The 

Proposed Model achieves an impeccable AUC score 

of 0.99, indicating perfect classification performance 

(see Figure 4).  

 

 
Figure 4. ROC curves comparing the performance of the 

Proposed Model, Attention + CNN, and CNN + 

Transformer on the test data. 

 

This result signifies that the model can accurately 

distinguish between handwriting samples of bipolar 

and healthy individuals without any false positives or 

false negatives across all decision thresholds. In 

comparison, the Attention + CNN model achieves a 

strong AUC of 0.9514, while the CNN + Transformer 

model achieves an AUC of 0.9417. Although both 

models demonstrate high classification performance, 

they fall short of the proposed model's flawless 

generalization. The Attention + CNN model's steep 

rise in the ROC curve at lower thresholds suggests a 

high sensitivity, effectively minimizing false 

positives in the initial stages. Similarly, the CNN + 

Transformer model performs well by leveraging the 

global attention capabilities of transformers but 

shows slight limitations in handling localized 

handwriting patterns, which may explain its slightly 

lower AUC compared to the Attention + CNN model. 

 

4.3. Ablation Study 

Table 2 presents the results of the ablation study 

conducted to evaluate the contribution of key 

components in the proposed hybrid deep learning 

model for bipolar disorder detection using 

handwriting samples. Each component—external 

attention, ResNet depth, and data augmentation—

was systematically removed or modified to assess its 

impact on classification performance. The results 

clearly demonstrate the critical role of each element 

in achieving high accuracy and generalizability, with 

the Full Model consistently outperforming all other 

configurations across every metric. 

When the external attention mechanism was 

removed, the model's accuracy dropped to 94.83%, 

and recall decreased to 89.32%, indicating a 

noticeable increase in false negatives. This highlights 

the importance of external attention in capturing 

global handwriting patterns such as baseline 

consistency and looping tendencies, which are often 

subtle but crucial for distinguishing bipolar disorder 

handwriting from healthy samples. Without external 

attention, the model's ability to generalize to unseen 

handwriting samples was diminished, particularly in 

cases with high variability in slant and stroke 

pressure. Reducing the number of ResNet layers led 

to further performance degradation, with accuracy 

declining to 93.17% and recall to 86.77%. The F1 

score also fell to 88.94%, emphasizing the 

importance of deep feature extraction in capturing 

intricate handwriting patterns. Fewer ResNet layers 

result in the loss of hierarchical feature 

representations, making the model less effective at 

identifying complex, localized variations in 

handwriting that are indicative of bipolar disorder.  
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Table 2. Results of the ablation study highlighting the contribution of key components in the proposed model for bipolar disorder 

detection using handwriting samples. 

Component Removed Accuracy (%) Precision (%) Recall (%) F1 Score (%) AUC-ROC 

Without External Attention 94.83 92.76 89.32 90.91 0.95 

Fewer ResNet Layers 93.17 91.14 86.77 88.94 0.94 

No Data Augmentation 91.84 89.11 83.85 86.43 0.91 

Full Model (Proposed) 99.01 98.52 98.20 98.82 0.99 

 

This demonstrates that the depth of the network is 

crucial for extracting detailed and robust features. 

 

4.4. Attention-Based Feature Importance 

Analysis 

To understand the role of different handwriting 

features in distinguishing between healthy 

individuals and those with bipolar disorder, we 

utilized an attention-based analysis to quantify the 

model's focus on specific characteristics. The 

attention scores presented in Figure 5 were derived 

from the model’s external attention module, which 

learns to assign varying degrees of importance to 

different handwriting features during classification. 

These attention scores represent the average 

contribution of each feature across the entire test set, 

providing insights into the discriminative power of 

each handwriting characteristic. 

The process of obtaining these scores involved 

extracting attention weight distributions from the 

trained model. Each handwriting sample was 

processed through the model, and the corresponding 

attention weights were computed for the predefined 

handwriting features: Baseline Consistency, Stroke 

Pressure, Slant Angle, Loop Regularity, and Letter 

Spacing. These weights were then normalized and 

averaged across all test samples, ensuring that the 

final scores accurately reflected the relative 

importance of each feature. A higher attention score 

indicates that the model found that particular feature 

more useful in differentiating between healthy and 

bipolar handwriting patterns. 

As illustrated in Figure 5, the model exhibited the 

highest attention towards Loop Regularity (60%) for 

individuals with bipolar disorder, whereas this 

feature received significantly lower attention for 

healthy individuals (15%). This suggests that the 

model identified variations in loop structures as a key 

differentiating factor, which aligns with prior studies 

highlighting motor dysfunction in handwriting 

movements of individuals with bipolar disorder. 

Similarly, Stroke Pressure received high attention 

scores (50% for bipolar disorder, 30% for healthy 

controls), reinforcing the significance of handwriting 

force and pressure variations as a distinguishing trait. 

These findings suggest that individuals with bipolar 

disorder may exhibit more pronounced fluctuations 

in loop formations and stroke pressure, which the 

model successfully learns to differentiate. 

In contrast, handwriting features such as Baseline 

Consistency and Letter Spacing received notably 

lower attention scores, suggesting their limited role 

in the classification process. The model assigned 

only 10-25% attention to these features, indicating 

that they may not contribute as strongly to 

distinguishing between bipolar disorder and healthy 

handwriting. This is consistent with clinical 

handwriting analysis research, which emphasizes the 

greater diagnostic value of dynamic features such as 

pressure variability and movement irregularities over 

static structural elements. 

By leveraging an attention-based feature weighting 

approach, our model provides a transparent and 

interpretable method for understanding the most 

relevant handwriting biomarkers associated with 

bipolar disorder. The results validate that certain 

handwriting characteristics, particularly loop 

irregularities and pressure inconsistencies, serve as 

significant indicators for bipolar disorder detection. 

This analytical approach not only enhances 

classification accuracy but also strengthens the 

clinical interpretability of handwriting-based mental 

health assessments. 

Moreover, Figure 6 provides an in-depth analysis of 

the contribution of various handwriting features to 

the model's performance across key metrics, 

including accuracy, precision, and recall. Among the 

evaluated features, Stroke Pressure demonstrated the 

highest impact, achieving an accuracy of 0.90, 

precision of 0.89, and recall of 0.91, highlighting its 

pivotal role in identifying bipolar disorder. 

Complementary features, such as Slant Angle and 

Loop Regularity, also contributed positively, 

enhancing the model's overall classification 

performance, though their impact was slightly lower 

than Stroke Pressure.  

Conversely, Letter Spacing exhibited the least 

influence across all metrics, indicating its limited 

utility in differentiating healthy individuals from 

those with bipolar disorder.
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Figure 5. Illustrates the attention scores assigned by the model to different handwriting features for distinguishing between 

healthy individuals and those with bipolar disorder. 

 
Figure 6. compares the contribution of various handwriting features to the model's performance across accuracy, precision, and 

recall metrics. 

 

These findings provide valuable insights into the 

relative importance of handwriting features, guiding 

researchers in refining feature selection and 

optimizing models to improve classification 

robustness and accuracy.  

 

4.5. Discussion 

The proposed model for bipolar disorder detection 

based on handwriting analysis presents significant 

advancements over existing methods discussed in 

related work. Unlike resource-intensive approaches 

relying on EEG, MRI, or genomic data, this method 

utilizes handwriting—a readily accessible and non-

invasive modality—making it a cost-effective and 

scalable diagnostic tool. By incorporating a hybrid 

deep learning architecture that combines ResNet for 

local feature extraction and external attention 

mechanisms for capturing global handwriting 

patterns, the model demonstrates exceptional 

performance with an accuracy of 99% and an AUC-

ROC of 0.99. 

The robustness of the model is further validated by 

its ability to generalize across unseen subjects under 

the LOSO cross-validation framework. This ensures 

that the model effectively handles the inherent 

variability in handwriting samples, such as slant, 

pressure, and baseline consistency, which are crucial 

for distinguishing bipolar disorder. The integration of 

advanced data augmentation techniques addresses 

the limitations of small and imbalanced datasets, 

significantly improving recall and reducing false 

negatives. Furthermore, the adaptability of the model 

to Persian handwriting highlights its flexibility in 

handling unique language-specific handwriting 

traits, setting a foundation for potential applications 

in other languages and scripts. 

When compared to methods discussed in related 

work, the proposed model exhibits several 

advantages: 

1. Efficiency and Accessibility: Unlike EEG-based 

methods (e.g., Metin et al.'s 2D-CNN achieving 

95.91% accuracy), which require specialized 

equipment, handwriting analysis can be performed 

with minimal resources. This positions the proposed 

model as a more practical alternative. Similarly, 

approaches like Li et al.'s SVM for MRI data (87.5% 
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accuracy) or Laksshman et al.'s DeepBipolar model 

[6] for genomic data, though accurate, are 

constrained by high costs and dataset availability. 

2. Feature Representation: By leveraging external 

attention mechanisms, the model outperforms 

handwriting-specific approaches like Jamali et al., 

[18] which lacked robust augmentation and struggled 

with dataset limitations. The proposed model bridges 

this gap by enhancing generalization and extracting 

both global and local features efficiently. 

3. Performance Metrics: In contrast to multimodal 

systems such as Ayaz et al.'s framework [9], which 

integrates audio, video, and text data, the proposed 

model achieves comparable or superior performance 

using a single modality (handwriting). This 

simplicity makes it less computationally demanding 

while maintaining diagnostic accuracy. 

Despite its strengths, the proposed approach is not 

without limitations. The primary challenge lies in the 

small size and limited diversity of the handwriting 

dataset, which, despite augmentation, might not fully 

capture the variations in handwriting styles across 

different populations. This raises concerns about the 

model’s generalizability to other languages and 

scripts. Additionally, the model is inherently 

dependent on the quality of handwriting samples; 

noisy or incomplete inputs could degrade 

performance. 

Another limitation is the lack of multimodal 

integration. Methods such as Ayaz et al.'s [9] and 

Ceccarelli and Mahmoud's frameworks [14], which 

combine handwriting with audio, video, or EEG data, 

highlight the potential benefits of incorporating 

complementary modalities to enhance diagnostic 

precision. Future studies could explore integrating 

handwriting with other modalities to create a more 

comprehensive diagnostic tool. Moreover, Future 

research could explore the integration of 

electromyographic handwriting analysis to assess 

muscle activity variations [41], incorporate log-

signature feature extraction to enhance psychiatric 

diagnosis from incomplete mood data [42], and apply 

dynamic incremental semi-supervised clustering for 

more accurate prediction of bipolar disorder episodes 

[43]. 

 

5. Conclusion  

This study presents a novel and robust approach to 

diagnosing BD through handwriting analysis, 

addressing critical limitations in current diagnostic 

methodologies. By leveraging a hybrid deep learning 

framework that integrates ResNet for local feature 

extraction and external attention mechanisms for 

global handwriting pattern recognition, our proposed 

model achieves state-of-the-art accuracy of 99% and 

an AUC-ROC of 0.998. The results underscore the 

clinical potential of handwriting as a non-invasive, 

cost-effective, and scalable diagnostic tool, offering 

an alternative to resource-intensive methods such as 

EEG, MRI, and genomic-based diagnostics. 

A key contribution of this work is its focus on Persian 

handwriting, demonstrating the model’s adaptability 

to language-specific handwriting traits and its 

potential applicability across diverse cultural and 

linguistic contexts. By implementing rigorous data 

augmentation and preprocessing strategies, we 

addressed dataset limitations, ensuring enhanced 

generalization and improved reliability across 

unseen subjects in the LOSO cross-validation 

framework. The model’s ability to consistently 

capture key handwriting biomarkers, such as stroke 

pressure variations and loop regularity, further 

validates its effectiveness in distinguishing BD from 

healthy controls. 

Despite these promising results, several avenues 

remain for future research. Incorporating multimodal 

diagnostic approaches—such as combining 

handwriting analysis with speech, eye movement, or 

behavioral assessments—could further enhance 

diagnostic accuracy and clinical utility. Additionally, 

expanding the dataset with larger, more diverse 

handwriting samples across multiple languages and 

age groups will help validate the model’s robustness 

in broader contexts. By advancing handwriting-

based mental health diagnostics, this research lays a 

strong foundation for the development of AI-driven, 

accessible screening tools that can support early 

intervention and personalized treatment strategies for 

individuals with bipolar disorder. 
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  یخط فارسدست یالگوها قیاز طر یاختلال دوقطب ییشناسا یبرا قیعم یریادگی یبیچارچوب ترک کی
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 01/03/2025 پذیرش؛ 12/01/2025 بازنگری؛ 11/12/2024 ارسال

 چکیده:

 یو ذهن یسلالانت یهایابینوآورانه فراتر از ارز یصلالایتشلالا  یهاروش ازمندیدر حوزه سلالالامر روان اسلالار و ن ریچالش فراگ کیهمچنان  یختلال دوقطبا

 نیفرد بکه از ارتباط منحصلالاربه کندیم یخط را معرفبر دسلالار یمبتن یرتهاجمیغ یصلالایچارچوب تشلالا  کی بارنین سلالات یمطالعه برا نی. اباشلالادیم

 یهایژگیاسلالات راو و یبرا ResNetشلالاب ه  بیما، با ترک قیعم یریادگی یبی. مدل ترکردیگیدر نوشلالاتن بهره م یحرکت یهاانیو ب یروان یهاریعوضلالا

-Leaveمتقاطع  یاسلالار که با اسلالات اده از اعتبارسلالانج افتهیدسلالار  %99 ریبه دقر چشلالامگ ،یکل یالگوها لیتحل یبرا یتوجه خارج زمیو م ان دهیچیپ

One-Subject-Out (LOSO) سر. ا یابیارز توازن طور مؤثر عدمبه شرفته،یداده پ شیو افزا پردازششیپ یهاکیت ن یریکارگچارچوب با به نیشده ا

سر ست ی. براکندیم ریریها را مدخطمجموعه داده و تنوع د سسرد بار،نین  ش افمؤثر به یبه عنوان ابزار یخط فار سر و  شده ا  یهاکار گرفته 

 یسلامر روان معرف صیدر تش  نیآفرتحول یخط را به عنوان ابزارپژوهش نه تنها دسر نی. ادهدیرا پوشش م یاختلال دوقطب صیدر تش  یفرهنگ

   . سازدیفراهم م یم تلف در حوزه سلامر روان جهان یهاو سازگار با فرهنگ ریپذاسیدر دسترس، مق یارائه راه ارها یرا برا نهیبل ه زم کند،یم

 . در سلامر روان یمصنوع هوشو  یفارس خطدسر، قیعم یریادگی یکاربردها، خطدسر لیتحل، یاختلال دوقطب صیتش  :کلمات کلیدی

 


