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 Bit wear is one of the fundamental challenges affecting the performance and 
cost of drilling operations in oil, gas, and geothermal wells. Since identifying 
the factors influencing bit wear rate (BWR) is essential, and the ability to 
predict its variations during drilling operations is influenced by environmental 
and operational factors, this study aims to develop an Adaptive Bit Wear Rate 
Predictor (ABWRP) algorithm for estimating the BWR during drilling 
operations for new wells. The structure of this algorithm consists of a data 
transmitter, data processor, deep learning-based bit wear rate estimator, and a 
bit wear updating module. To develop a model for the BWR estimation 
module, data from two wells in an oil field in southwest Iran were collected 
and analyzed, including petrophysical data, drilling data, and bit wear and run 
records. Both studied wells were drilled using PDC bits with a diameter of 8.5 
inches. After preprocessing the data, the key factors affecting the bit wear rate 
were identified using the Wrapper method, including depth, confined 
compressive strength, maximum horizontal stress, bit wear percentage, weight 
on bit, bit rotational speed, and pump flow rate. Subsequently, seven machine 
learning (ML) and deep learning (DL) algorithms were used to develop the bit 
wear rate estimation module within the ABWRP algorithm. Among them, the 
convolutional neural network (CNN) model demonstrated the best 
performance, with Root Mean Square Error (RMSE) values of 0.0011 and 
0.0017 and R-square (R²) values of 0.96 and 0.92 for the training and testing 
datasets, respectively. Therefore, the CNN model was selected as the most 
efficient model among the evaluated models. Finally, a simulation-based 
experiment was designed to evaluate the performance of the ABWRP 
algorithm. In this experiment, unseen data from one of the studied wells were 
used as data from a newly drilled well. The results demonstrated that the 
ABWRP algorithm could estimate final bit wear with a 14% error. Thus, the 
algorithm developed in this study can play a significant role in the design and 
planning of new wells, particularly in optimizing drilling parameters while 
considering bit wear effects. 
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1. Introduction 

Drill bits are the key components in the 
drilling operations of oil, gas, and geothermal 
wells and directly affect the costs per meter [1]. 
Increasing the productivity and lifespan of a bit 
requires the correct decisions to be made in 
driving and replacing the bit and in selecting 
suitable hydraulic and mechanical parameters. 
Roller Cone Bits (RCBs) and polycrystalline 
diamond compact (PDC) bits are used in 
drilling operations. Of these, PDC bits are one 
of the most widely used types used to drilling 
oil, gas and geothermal wells [1-3]. Bit wear in 
drilling can be described as an ongoing 
phenomenon where the drill bit's surface 
gradually erodes due to mechanical interactions 
and the relative motion between the bit and the 
rock surface. This process results in the 
continuous loss of material from the drill bit 
over time [4,5].  In general, in drilling operation, 
about 20 to 25% of the total drilling time is 
related to the formation drilling activity, in 
which the bit is interacting with the rocks of the 
formation. At first glance, this time may be less 
than of other activities (such as tripping), but it 
should be kept in mind that a wrong bit 
selection or using a bit with a high degree of 
wear in addition to reducing the drilling 
performance and increasing invisible lost times 
(ILT) As a result of reducing the drilling rate of 
penetration, it may cause risks such as increased 
string vibration and stuck pipe, which can lead 
to a significant increase in Non-Productive 

Times (NPTs). Therefore, paying attention to 
bit wear is a key issue for controlling the time 
and cost of drilling operation [6,7]. 

An example of PDC bit illustrated in Figure 
1. As can be seen, a PDC (Polycrystalline 
Diamond Compact) bit is composed of various 
components including the matrix, main cutters 
(such as inner and outer cutters), gauge cutters, 
gauge pad, and up-drill cutters. During the 
process of drilling oil, gas, and geothermal 
wells, the PDC bit encounters two types of 
forces. The first category involves "action" 
forces, which encompass the axial force 
resulting from the Weight On Bit (WOB) and 
the lateral force generated by the Rotation 
Speed of the Bit (RPM). The second category 
comprises the "reaction" forces, which arise 
from the interaction between the bit and the 
rock formations. These reaction forces can 
manifest as shear resistance (reaction to the 
rotation of the bit) and normal forces (reaction 
to the axial penetration of the bit) during the 
drilling operation. To assess the efficiency of 
the action forces, various response metrics of 
the drilling operation are considered, including 
the Rate Of Penetration (ROP), Torque On Bit 
(TRQ), Mechanical Specific Energy (MSE), 
and Bit Wear Rate (BWR) [8,9]. These 
performance indicators offer valuable insights 
into the performance of PDC bits during the 
drilling process. 

 

Figure 1. Schematic representation of the structure and key components of a PDC bit [10]. 

Among the various drilling response 
metrics, the measurement of bit friction (BF) 
per meter (introduced as Bit Wear Rate (BWR)) 
holds particular significance. Timely 
monitoring of this parameter is crucial to 
prevent drilling operations from incurring 
substantial fishing costs, encountering well 
deviations, and experiencing premature wear 

and tear of the drill bit [11,12]. However, 
assessing this parameter differs from other 
response metrics such as ROP, TRQ, and MSE.  

Practically, the measurement of BWR is 
accomplished by recording the wear grade on 
the main cutters of the drill bit after each 
withdrawal of the Bottom Hole Assembly 
(BHA) from the well. This wear amount is 
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categorized within a range of 0 to 8, as depicted 
in Figure 2, and is recorded at specific intervals. 
The average wear of all teeth is computed as a 
numerical value within the 0 to 8 range, and this 
resulting value is rounded to the nearest integer 

for each rating. Subsequently, the BF is 
converted into a percentage by dividing it by 8 
[10]. To calculate the BWR, the amount of BF 
is then divided by the drilled interval 
corresponding to the each BHA run. 

 

 

Figure 2. IADC guide for wear grading of PDC cutters [10]. 

Drilling efficiency is subject to multiple 
factors, among, which BWR holds significant 
importance. Throughout the drilling process, 
various parameters, such as WOB, RPM, and 
flow pump rate (FPR), are carefully adjusted to 
optimize the ROP, while simultaneously 
minimizing energy consumption, TRQ, and 
potential bit damage. However, employing 
these values uniformly, without considering the 
specific physical and geomechanical properties 
of the formation being drilled, can lead to 
reduced drilling effectiveness and diminished 
bit longevity. To address this, recent studies 
have focused on optimizing WOB, RPM, and 
FPR to maximize ROP. Nevertheless, it is 
essential to also account for the BWR resulting 
from the interplay between the operating 
parameters and the drill-rock interactions under 

the applied loads. Figure 3 shows the set of 
factors affecting drilling efficiency. 
Accordingly, the interaction of operating 
parameters and formation rocks affects drilling 
response indicators. The sum of BWRs 
cumulatively forms the value of BF. With the 
advancement of drilling operations, the increase 
of BF in addition to affecting the ROP, TRQ 
and consequently MSE, due to the unbalanced 
transfer of operational forces from the cutters to 
the rock (due to the presence of worn cutters, 
healthy cutters are subjected to more force than 
the worn state), the BWR intensifies each meter 
[13]. Therefore, it is necessary to have a correct 
understanding of the effect of different 
parameters (action, reaction and response) in a 
drilling operation. 

 

 
Figure 3. Bit-rock interaction and influential factors on bit wear and drilling response parameters. 
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Accordingly, in the past decade, researchers 
have developed models to estimate BWR so 
that this index can be measured, predicted, and 
then controlled by preventing the occurrence of 
factors that negatively influence bit wear [14]. 
In these models, the physical characteristics of 
the formation rocks and the controllable 
parameters during the drilling operation (e.g. 
weight on bit, bit rotation speed, and 
hydraulics) are often used to calculate or 
estimate the BWR. 

In some studies, laboratory tests have been 
used to investigate the factors affecting the 
friction of PDC bits, in addition to the effects of 
bit friction on other indicators such as the 
drilling Rate Of Penetration (ROP), torque on 
bit, and Mechanical Specific Energy (MSE). 
These investigations have effectively 
constrained the relationship between changes in 
bit performance and increases in MSE with 
increasing bit friction [1,13,15-17]. Al-Sudani 
(2017) concluded that the amount of energy 
transferred from the bit to the formation rock 
during the drilling operation is affected by the 
amount of bit friction. Thus, the amount of 
energy transferred to the rock from a 
completely healthy bit differs from that 
transferred from a bit with partial friction and, 
in this case, partial energy loss is inevitable. In 
addition, Wang et al. (2018) investigated the 
role of bit geometry (the shape of the cutters, 
including the angle of the cutter tip and the 
height of the cutter) in determining bit friction 
under conditions of equal operating parameters. 
Their results showed that in addition to the 
environmental and operational parameters, the 
shape of the cutters also influences the rate of 
friction of the bit per meter and the amount of 
final bit friction.  

In other studies, mathematical and analytical 
relationships have been developed to 
investigate the bit friction process and its 
interaction with the rock and drilling 
operational parameters [18-24]. 

Another group of studies has also 
investigated the factors affecting the PDC bit 
friction using numerical modeling methods; in 
these studies, due to the complexity of typical 
bit geometry, more simple forms of the bit (e.g., 
single or double cutters) are commonly 
simulated [5,17,25-27]. Despite these 
limitations of existing numerical modeling 
approaches in studies of bit friction, these 
studies have nonetheless proven the effect of 

the cutter shape and amount of bit friction on 
indicators such as BWR, ROP, and MSE. 

In general, a review of existing literature in 
the field of bit friction estimation shows that 
these studies can be placed into three broad 
categories: laboratory studies, numerical 
studies, and analytical–mathematical studies. 
The results of the studies to date have 
contributed to an improved general 
understanding of the processes and magnitude 
of bit friction in rock–bit interactions. However, 
laboratory studies are inherently limited due to 
their high costs, time-consuming nature, and 
limitations in creating high pressure–
temperature conditions comparable to those 
encountered in the drilling of oil, gas, and 
geothermal wells. In addition, the use of 
analytical and mathematical models for bit 
friction estimation is complicated by the 
specific conditions and coefficients required by 
such models. Developing mathematical 
relationships requires simplifications that limit 
the generalizability of the solutions. As an 
alternative approach, numerical modeling 
methods are cheaper and less time-consuming 
than laboratory studies and allow samples from 
different conditions to be examined. 
Nonetheless, the complexity of complete bit 
modeling and matching the modeling 
conditions with real conditions (i.e., 
temperature, pressure, and rock behavior) 
remains a challenge for such studies. 

Examining the history of the subject shows 
that, to date, data-driven methods and machine 
learning algorithms have not been widely used. 
This is despite the increasing popularity of 
machine learning algorithms due to their 
multiple advantages over the limitations of 
laboratory studies and mathematical and 
numerical models. Machine learning 
algorithms have been widely used in studies of 
the upstream oil industry, especially the drilling 
sector, and in the field of drilling ROP 
estimation, where they have been used to 
achieve significant success and accuracy [9,28-
39]. 

Another key aspect of studies investigating 
oil, gas, and geothermal well drilling bits are the 
parameters introduced as factors influencing bit 
friction. In general, these factors are often 
considered in three main categories: 
controllable parameters of drilling operations 
(hydraulic–mechanical), bit characteristics 
(design and profile), and formation rock 
characteristics (especially abrasion) [24,40]. As 
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the phenomenon of bit wear continuously 
changes the geometry of cutters and bit buttons, 
detecting the effect of BF, mechanical and 
geomechanical parameters on the BWR are 
very important to investigate. 

Therefore, the current research has been 
conducted with the aim of providing an 
algorithm for estimating BWR under the 
influence of various operational and 
environmental factors. The innovations of this 
research can be presented from two aspects of 
the method and the studied parameters. In this 
research, for the first time, machine learning 
methods have been used to develop BWR 
estimator models. Also, in the studied 
parameters, geomechanical parameters have 
been used along with petrophysical and drilling 
parameters. On the other hand, the algorithm 
developed in this research is able to take into 
account the role of the geometry of the cutters 
in terms of its wear percentage in the input 
parameters, which can play a significant role in 
the more accurate evaluation of the bit wear 
trend in drilling an interval . 

2. Methods 

The purpose of this work is to provide an 
innovative approach for quasi real-time 
estimation of bit friction using surface-
controllable parameters and geomechanical 
parameters. As shown in Figure 4, the 
following steps were implemented: 

 Step 1: Data gathering from two wells in an 
oil field in the southwestern of Iran. 

 Step 2: Data pre-processing including data 
cleaning (range check, missing value 
detection, and noise/outlier management), 
geomechanical parameters estimation and 
data preparation (scale matching, 
normalization, and feature selection).  

 Step 3: Designing the conceptual model for 
an adaptive Bit Wear Rate Predictor 
algorithm (ABWRP) equipped with a high-
accuracy machine learning based BWR 
predictor (developed with modelling data 
from Well A). 

 Step 4: validating the ABWRP algorithm 
using a simulation-based experiment with 
unseen data from well B. 

 
Figure 4. Research workflow. 
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2.1. Data description   
In this study, data were collected from two 

wells (A and B) in an oil field in the southwest 
of Iran. The studied interval of two wells 
(includes both reservoir and non-reservoir 
formations comprising a dominantly limestone 
lithology) were drilled with PDC-type bit and 
bit size of 8.5 inches. Two main dataset from 
studied wells were used includes petrophysical 
and drilling data.  The petrophysical data 
includes Gamma Ray (GR), Neutron Porosity 
(NPHI), density (RHOB), resistivity (RT), 
compression wave slowness (DTCO), Shear 
Wave Slowness (DTSM), and the Photo 
Electricity Factor (PEF).  Also surface drilling 
parameters includes Weight On Bit (WOB), 
Pump Flow Rate (FPR), Rotation Speed of the 
Drill Bit (RPM), Rate Of Penetration (ROP), 
Torque On Bit (TRQ), Equivalent Circulating 
Mud Density (ECD). In general, drilling data in 
time based format. In order to convert time-
based data to depth-based, the total data 
recorded from each parameter (for example, the 
weight on bit) averaged for drilling each meter 
and considered for the corresponding depth. 

In addition to the mentioned sensor-based 
drilling parameters, the Bit Friction (BF) that 
represent the dullness grade of bit (button) per 
meters was used for calculating the Bit Wear 
Rate (BWR) as target parameter for machine 
learning based models. As these wells were 
reservoir appraisal and test wells, in the studied 
area, Bottom Hole Assembly (BHA) was drawn 
up after drilling each two stand without change 
in bit (studied interval of well A was drilled 
with a fresh PDC bit. Also studied interval of 
well B was drilled with another fresh PDC bit). 
In each step, after drawn up the BHA, the IADC 
dull grading code of PDC bit was recorded and 
converted into percentage format (see Figure 
3). Accordingly, the bit friction parameters was 
updated per two stand. By dividing the 
cumulative friction related to each interval 
(about 54 meter), the bit friction (BF) was 
achieved in each drilled meters. Accordingly, 
the BWR per meter can be calculated in 
percentage per meter (ppm) units using the 
difference in BF recorded between two 
consecutive depths.  

The profiles of the petrophysical and drilling 
parameters of Well A and Well B are shown in 
Figure 5 and Figure 6, respectively. 

2.2. Data Pre-processing 
In general, there are several key challenges 

in the use of machine learning methods in the 
field of petroleum geomechanics, especially in 
oil and gas well drilling. The variety of data 
forms, sensors, and measurement tools makes it 
challenging to recognize the sources and types 
of wrong, noisy, and outlier data and, in 
addition, complicates the identification of 
relationships between parameters. Accordingly, 
one of the essential steps in preparing data for 
use in this study was data pre-processing, which 
involved two data cleaning and preparation 
stages. Additionally, for investigating the role 
of geomechanical parameters on the BWR, in 
this step, one-dimensional geomechanical 
modeling was performed to estimate the rock 
strength and stress field parameters (related 
Equations are presented in Appendix A). 
Following this step, a database consisting of 
petrophysical, geomechanical, and drilling 
parameters was formed to develop intelligent 
models. Data pre-processing step of this study 
was described in Bajolvand et al. (2022). 

2.3. Designing of the ABWRP algorithm 

In addition to the environmental conditions 
(geo-conditions) and the forces on the bit, the 
geometric characteristics of the bit (e.g. number 
of cutters, shape of the cutters, and arrangement 
of cutters) also affect the bit’s performance. At 
the beginning of driving a new bit (i.e., a bit 
with zero percentage of friction) in each hole, 
the geometric characteristics of the bit 
correspond to the design standard. In this 
situation, the applied forces (WOB, RPM) are 
evenly distributed in the cutter tips, and the 
energy transfer from the BHA to the formation 
is minimized to crush the rocks in front of the 
bit [17]. During the drilling operation, bit wear 
(decrease in the height of the cutters, 
deformation of the cutter tips, cut off, etc.) 
causes energy loss [13]. This also results in 
uneven distribution of the forces applied to the 
bit cutters, which worsens the BWR per meter. 
Thus bit wear increases exponentially with 
increasing bit usage time. Accordingly, it is 
essential to recognize the right time to change 
the bit, and constraining the relationship 
between the BWR and bit friction is a key part 
of the BWR model.  

Therefore, in this work, as an innovative 
approach, an updating algorithm has been 
developed. One of the most important 
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applications of the ABWRP algorithm is to 
predict bit friction during the planning and 
design phase of drilling operations such that by 
knowing the formation characteristics profile 
and the designed operating parameters, the final 
bit friction conditions after drilling the desired 
interval can be predicted. Forecasting with the 
developed algorithm allows the selection of a 
suitable bit (either a undamaged bit or a bit with 
a certain percentage of wear) or even different 
operational parameters, which can be highly 
effective for optimizing the controllable 
parameters of drilling operations. This 
algorithm comprises two main sections that 

includes smart predictor and data provider. For 
achieving the high accuracy model various 
machine learning models are developed. These 
models include regression learning-based 
(Support Vector Regression (SVR), Gaussian 
Process Regression (GPR), Bootstrap 
Aggregating), and deep neural network-based 
models (Artificial Neural Network (ANN) 
Recurrent Neural Network (RNN). Long Short-
term Memory (LSTM).  Convolutional Neural 
Network (CNN). Detailed description of these 
algorithms can be find in the following 
references [41-46]. 

 
 

 
(a) 

 
(b) 

Figure 5. Parameters in the studied interval of well A; (a) petrophysical logs (b) drilling data. 
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(a) 

 
(b) 

Figure 6. Parameters in the studied interval of well B; (a) petrophysical logs (b) drilling data. 

In the second part of the ABWRP algorithm, a 
data provider unit is embedded. This 
component comprises the data normalizer, 
BWR storage, data parser, and bit friction 
updater units. The main task of this part of the 
algorithm is to use the BWR of the previous 
depth to update the bit friction and then estimate 
the BWR at the new depth based on the new bit 
conditions (i.e. updated bit friction). This part 
of the algorithm allows prediction of the BWR 
and even other drilling response parameters in 
a new well considering the practical role of 
gradual bit friction. 

2.4. Validating scenario  

To check the applicability of the BWR 
estimation process, the dataset from well B was 
used as a simulation input. As these data were 
not used to develop the estimator model, it was 
assumed that the operational parameters of well 
B were obtained from a design process or 
optimized based on best practices and 
experience. It is also assumed that due to the 
specificity of the drilling path, the 
geomechanical properties estimated in this 
research using 1D geomechanical modeling 
were extracted from a 3D geomechanical 
reservoir model. The amount of initial bit 
friction was assumed to be zero due to the use 
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of a new bit for drilling the studied interval in 
Well B. 

3. Results and Discussion 
3.1. Data pre-processing 

In this work, during the data cleaning step, 
the intervals containing incorrect and missing 
data were first identified and removed. A 1D 
median filter with degree five was then used to 
reduce the effect of sensor noise. Subsequently, 
Tukey's method (using the frequency 
distribution between the first and third 
quartiles) was used to identify outlier data. 
After cleaning the petrophysical and drilling 
data, the cleaned petrophysical data was used to 
calculate the geomechanical parameters. Most 
of the petrophysical parameters and the 
geomechanical model outputs are recorded and 
calculated at a vertical measurement rate of 
0.1524 meters. In addition, the mudlogging 
parameters (WOB, RPM, and FPR) are reported 
in a depth-based format at a rate of 1 meter. 
Therefore, to unify the resolution of all 
parameters, the geomechanical and 
petrophysical parameters were scaled to a 1-
meter spacing. One of the most common 
methods used for this step is averaging, as 
shown in Equation 1: 

ܽ௨௣௦௖௔௟௘ௗ
௝ =  

∑ ܽ௜
௡
௜ୀଵ

݊
 (1) 

where ܽ௜ is the value of a data point, whose 
depth is equal to the integer part of the 
measured depth value, ݊ is the number of data 
points, and ܽ௨௣௦௖௔௟௘ௗ

௝  is the scaled value of this 
number of data points. Then the database was 
formed based on drilling, petrophysical and 
geomechanical parameters with similar 
resolution. Furthermore, To normalize the 
independent parameters used as machine 
learning inputs, all parameters are mapped to 
the [-1,1] range using Equation 2 to eliminate 
the effect of data scaling. 

ܺ௡
௜ =  2 ൬ ௜ܺ − ܺ௠௜௡

ܺ௠௔௫ − ܺ௠௜௡
൰ − 1 (2) 

where ܺ௡
௜  is the normalized value of the ݅-

th parameter, ܺ௜  is the value of the ݅ -th 
parameter, and ܺ௠௜௡  and ܺ௠௔௫  are the 
minimum and maximum values of the ܺ 
parameter in the whole data series, respectively. 
The processes related to this section can be find 
in detail in Bajolvand et al. (2022).  

In the following, it is essential to constrain 
the most effective independent parameters for 
developing the BWR estimator model. The 
drilling response parameters such as BWR, 
ROP, TRQ, and MSE are all highly correlated; 
however, all previous laboratory, numerical, 
and analytical studies have clearly 
demonstrated the role of bit friction in the ROP, 
TRQ, and MSE parameters [13,17]. In addition, 
these parameters themselves are affected by 
independent aspects such as rock-and geo-
dependent parameters, as well as the 
controllable drilling parameters. Accordingly, 
it is crucial to decipher these correlation and 
dependence relationships when developing 
estimator models. The interactions between geo 
conditions and drilling parameters (i.e., power 
and tools) determine the response parameters. 
Thus the input parameters for estimator models 
(ROP, TRQ, and BWR) should be examined as 
independent parameters. However, BWR is a 
complex issue, and the shape of the cutters also 
affects their wear rate Wang et al. (2018) given 
that bit friction influences cutter deformation 
during drilling; hence, this parameter should 
also be considered as an influencing factor for 
BWR estimation. 

In this work, the second version of the 
NSGA-II algorithm  introduced by Deb et al. 
(2002) was used to select the best features for 
BWR estimation. For this purpose, the NSGA-
II algorithm was used with an initial population 
of 100 chromosomes, a mutation rate of 0.5, 
and 100 repetitions with a three-layer neural 
network containing seven, five, and four 
neurons in the first to third layers, respectively. 

While the NSGA-II algorithm is capable of 
removing input parameters with linear 
relationships, checking the co-linearity of input 
parameters using the R coefficient through 
cross-validation before introducing them to the 
algorithm can help reduce computational time. 
Cross-validation was performed between 
petrophysical and geomechanical parameters, 
and also between drilling parameters to each 
other using data from well A. Evaluating the co-
linearity between petrophysical and 
geomechanical parameters is important because 
geomechanical parameters are often estimated 
from petrophysical parameters using linear 
analytical relationships. As shown in Figure 7, 
the E parameter has a linear relationship with 
several others, so only one such parameter 
needs to be used in feature selection by NSGA-
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II. Meanwhile, checking co-linearity between 
drilling parameters, as shown in Figure 8 
revealed no co-linearity, so all parameters 
except ROP and TRQ were introduced to the 
algorithm. Finally, a set of petrophysical, 

geomechanical and drilling parameters 
(including Depth, NPHI, RT, PEF, CCS, Fang, 
Coh, PP, SH, ECD, WOB, RPM, FPR, and BF) 
were introduced to the NSGA-II algorithm. 

Figure 7. Correlation coefficient (R) between petrophysical and geomechanical parameters. 

 
Figure 8. Correlation coefficient (R) values between drilling parameters. 

The RMSE and R2 results for different 
numbers of features chosen in the BWR model 
based on modelling data are shown in Figure 9 
and Table 1. As shown, the trends of error 
reduction and correlation increase for up to 
seven parameters are quite pronounced; 
however, adding more than seven parameters 
led to only a slight decrease in error and a slight 
increase in correlation. Based on this, seven 

parameters (Depth, CCS, SH, BF, WOB, RPM, 
and FPR) were selected as the most effective 
parameters for developing the BWR estimator 
model. The correlation between selected input 
parameters, two response parameters (ROP and 
TRQ), and BWR based on modelling data 
analysis is shown in Figure 10. Accordingly, 
the selected parameters using the NSGA-II 
approach have a high correlation with BWR. 
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The CCS and SH geomechanical parameters 
have the highest correlations with BWR, 
corresponding to values of 0.67 and 0.58, 
respectively. In addition, the TRQ and ROP 
parameters also show a relatively high 
correlation with BWR with values of -0.27 and 
-0.57, respectively, indicating the relationship 

of these parameters with each other and the 
importance of considering the role of BWR in 
the ROP and TRQ models. Therefore, 
providing a solution to estimate the BWR based 
on geo parameters and drilling parameters can 
be highly effective for optimizing the 
controllable parameters of drilling operations. 

 
Figure 9. RMSE and R2 in the feature selection process using modelling data. 

Table 1. RMSE and R2 of feature combination for BWR estimation based on modelling data. 

 

 
Figure 10. Correlation Coefficient (R) between BWR and selected input parameters in well A (ROP and 

TRQ). 
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3.2. Development of ABWRP algorithm 

As detailed above, the geometric conditions 
of PDC bit cutters play a crucial role in 
determining the BWR. In the feature selection 
stage, the role of the bit friction parameter in 
BWR was also found to be significant. 
Therefore, due to the gradual shape change of 
bit cutters due to the friction phenomenon, 
when estimating the BWR, the friction 
percentage of the bit should also be considered 
in addition to the chosen geomechanical and 
operational parameters. An important aspect of 
applying artificial intelligence methods is the 
need for a complete set of input parameters that 
can be normalized before building the 
predictive model. This makes it challenging to 
use these methods to predict bit friction in new 
wells because this parameter changes with the 

progress of the operation and is based on the 
BWR of the previous measurement; thus the bit 
friction is not known in advance. Accordingly, 
the ABWRP algorithm in this work was 
developed using the workflow shown in Figure 
11. The main goal of developing this algorithm 
was to provide the potential to consider the role 
of bit condition (amount of friction during 
drilling) in the BWR value per drilling meter, 
thus enabling drilling engineers to predict the 
friction process of bit with acceptable accuracy 
and, in the future, adopt appropriate operational 
parameters value to increase the life of the bit. 
As shown in the conceptual diagram, this 
algorithm comprises two main parts-a smart 
predictor and a data provider. In the following 
sections, the accuracy of different machine 
learning models and the function of the drill 
wear updater are explained. 

 
Figure 11. The conceptual model of the ABWRP algorithm. 

3.2.1. Smart predictor section 

In order to use an intelligent model in the 
predictor part of the ABWRP algorithm, 
various machine learning models were 
developed in this study for BWR estimation 
using the parameters selected in the feature 
selection stage. From the two wells chosen as 
case studies in this work, an interval with 
thickness 1198 m (depth from 2351 m to 3549 
m) from well A was selected as modeling data 

(training and testing), and an interval with 
thickness 560 m (depth from 2989 m to 3549 
m) from well B was selected as validation data. 
In the following, the data from well A were 
randomly divided into training and testing sets 
with a ratio of 0.8 to 0.2. Accordingly, 959 data 
rows were selected as training data and 239 data 
rows have been selected as test data. To avoid 
the impact of random selection of training and 
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test data in different models, the k-fold cross-
validation method was used in all models.  

As shown in Figure 12, the data were 
divided into k sections (k = 5 in this instance) 
using different random distributions. In each of 
the k repetitions, one section is used for test data 

and the other sections are used as network 
training data. The average error of all k 
repetitions is then determined as the error of 
that model on the test data, and the model with 
the lowest error value is chosen as the most 
representative model. 

 

 
Figure 13. 5-fold cross-validation approach implemented in this research work. 

 Support Vector Regression  

The accuracy results of SVR models with 
different kernel functions on the training and 
test datasets are shown in Table 2. Based on a 
comparison of the RMSE, R2, and average 
absolute percent deviation (AAPD) indices, the 
best result was obtained for the SVR model 
with a Gaussian kernel function. Figure 14 
illustrates the results of BWR estimation using 
the SVR model with a Gaussian kernel function 
on the training and test datasets. This 
comparison of the predicted and measured 
values shows that the model fits the training 
data well. However, the difference between the 
results on the test data and the training data 
indicates a relatively poor performance on the 
test data; thus, this model does not have 
satisfactory generalization capability. 

 Gaussian Process Regression  

The accuracy results of the GPR models on 
the training and testing data are shown in Table 
3. Based on this, the best result was obtained for 

the model with Matern kernel function; the 
results of BWR estimation on the training and 
testing datasets using this model and kernel are 
shown in Figure 15. A comparison between the 
predicted and measured values shows that the 
model fits the training data well but exhibits 
relatively poor performance on the test data. 
Similar to the SVR approach, the difference 
between the results for the training and test data 
shows the poor generalizability of this method 
for BWR estimation. 

 Bootstrap aggregating 

The modeling method with bootstrap 
aggregating implemented in this work is 
presented in Figure 16. As shown, in this 
method, unlike boosting, the accuracy of the 
second predictor is not dependent on the 
accuracy of the first predictor and both are 
completely independent of each other 
throughout the process. Notably, selecting the 
optimal number of decision trees in each of the 
predictors, as well as the number of leaves, 
requires solving an optimization problem. 

Table 2. Performance of SVR models in BWR estimation. 

Kernel Function R2 AAPD RMSE 
Train Test Train Test Train Test 

Linear 0.76 0.52 32.12 41.02 0.002 0.0041 
Radial Basis Function 0.79 0.45 28.22 35.32 0.0023 0.004 
Gaussian 0.79 0.73 20.32 31.26 0.0025 0.003 
Polynomial 0.75 0.56 23.33 33.25 0.0021 0.004 
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(b) (a) 

Figure 14. Performance of SVR model with gaussian kernel; (a) train (b) test. 

Table 3. Performance of GPR models in BWR estimation. 

Kernel function R2 AAPD RMSE 
Train Test Train Test Train Test 

Squared Exponential 0.75 0.42 32.36 41.02 0.0031 0.0033 
Radial Basis Function 0.76 0.45 31.25 38.25 0.0025 0.0031 
Matern 0.84 0.72 29.95 32.56 0.002 0.003 
Rational Quadratic 0.86 0.53 30.35 33.25 0.0026 0.0036 

 

(a) (b) 
Figure 15. Performance of GPR model with Matern kernel; (a) train (b) test.  

 
Figure 16. Bootstrap aggregating modeling approach [42]. 
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To develop the bootstrap aggregating model 
in this research, a strategy was chosen in which 
different training data sets and the same 
predictors of the decision tree type were used. 
Therefore, to determine the model’s optimal 
hyper parameter values, including the leaf size 
and number of trees in each predictor, an 
optimization problem needed to be solved. A 
sensitivity analysis and examination of leaf size 
and different trees were conducted as shown in 
Figure 17; based on this, the best results were 
achieved for five training data categories and 
five predictors with 50 trees. With an increasing 
number of leaf sizes, the model’s accuracy did 
not increase and the lowest error was always 
recorded for five leaf sizes. Meanwhile, 
increasing the number of decision trees in each 
predictor up to 50 consistently reduced the 

model error. Accordingly, the optimal bagging 
tree model structure was selected as five leaf 
sizes and 50 decision trees per predictor. 

The estimation results of the bagging tree 
model with the optimized structure on the 
training and test datasets are shown in Figure 
18. A comparison between the predicted and 
measured values shows that the model fits the 
training data well with values of 0.84 and 0.002 
for the R2 and RMSE metrics, respectively. 
This model also performed relatively well on 
the test data with values of 0.74 and 0.003 for 
the R2 and RMSE values, respectively. In 
addition, the AAPD values for the training and 
test datasets were 25.52 and 19.92, respectively, 
which was the best result among the regression-
based methods. 

 
Figure 17. RMSE different bag numbers and the number of grown trees in each bag. 

 
(b) (a) 

Figure 18. Performance of BGT model with 5 bag and 50 tree; (a) train (b) test. 
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 Artificial Neural Network  

In this research, an MLP network with the 
Levenberg–Marquardt training algorithm was 
used to develop the BWR estimation model. To 
achieve the optimal network structure, a trial 
and error process was used. For this purpose, 
two-layer networks with a minimum of seven 
and a maximum of 18 neurons in each layer 
were developed. For each neuron configuration 
in the first and second layers, the average error 
obtained from five-fold cross-validation on the 
test data was used to evaluate the model’s 
accuracy. Figure 19 illustrates the error heat 
map for this analysis; as shown, the network for 
BWR estimation with 14 neurons in the first 
layer and 12 neurons in the second layer had the 
lowest RMSE value on the test data (RMSE = 
0.0032). To evaluate the model’s accuracy for 
three hidden layers, neural networks were then 
developed with 14 neurons in the first layer, 12 
neurons in the second layer, and 7 to 18 neurons 

in the third layer. The results of this 
investigation are plotted in Figure 20; as shown, 
the maximum error reduction corresponded to 
nine neurons in the third layer, which reduced 
the RMSE error of the network by 25% 
compared to the two-layer mode. When the 
number of neurons in the third layer exceeded 
nine, the network experienced overfitting and 
the test error increased. Therefore, a final three-
layer network configuration with 14, 12, and 
nine neurons was selected as the ANN-MLP 
model for BWR estimation. Figure 21 
illustrates the results of BWR estimation using 
the ANN-MLP model on the training and test 
datasets. A comparison of the predicted and 
measured values shows that the model fits the 
training data well and achieves relatively good 
performance on the test data. However, the 
relatively high AAPD values of this model 
(26.48 and 23.32 for the training and test 
datasets, respectively) showed that the accuracy 
of the model is not very satisfactory. 

 

 
Figure 19. Heat map RMSE of 2-hidden layer neural network for BWR estimation.  

 
Figure 20. RMSE of 3-hidden layer neural network for BWR estimation. 
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(b) (a) 

Figure 21. Performance of ANN model with 3-hidden layer (14-12-9); (a) train (b) test. 

 Recurrent neural network  

In this work, in addition to the feed-forward 
ANN-MLP neural network type, an RNN with 
the architecture shown in Table 4 was used. The 
results of BWR estimation on the training and 
testing datasets with the RNN network are 
shown in Figure 22. This model fitted the 
training data well, with values of 0.0013 and 
0.94 for RMSE and R2, respectively. In 

addition, the AAPD value for the training data 
was 14%. In terms of the model’s accuracy on 
the test data showed that this model performed 
relatively well on the test data with RMSE and 
R2 values of 0.0024 and 0.83, respectively, and 
an AAPD value of 23%. However, the observed 
difference between the error values for the 
testing and training datasets demonstrates the 
relatively low generalizability of this model. 

Table 4. The structure of the recurrent neural network employed for BWR estimation. 
Value/type Properties Type/id Number Main layer 

- - Sequential 1 Input layer 
200 Hidden unit number 

LSTM 1 LSTM layer Adam optimizer 
Last output mode  
0.25 - Drop1 1 Dropout layer 

- - - 1 Fully connected layer 
1 - - 1 Regression layer 

 

 
(b) (a) 

Figure 22. Performance of RNN model; (a) train (b) test. 
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 Long short-term memory 

In addition to a simple RNN model, an 
LSTM network with the architecture shown in 
Table 5 was also used. The BWR estimation 
results of the LSTM network on the training and 
testing datasets are shown in Figure 23. As 
shown, similar to the RNN model, the LSTM 
model achieved RMSE and R2 values of 0.0014 
and 0.93, respectively, indicating good fitting 

accuracy on the training data. However, the 
AAPD value for the training dataset in this 
model was 18%. A comparative analysis of the 
test data yielded RMSE and R2 values of 0.002 
and 0.87, respectively, and an AAPD value of 
20%. Thus, this model achieved good 
performance compared to RNN, ANN, and the 
other regression learning-based models on the 
testing data. 

Table 5. The structure of the long short-term memory network employed for BWR estimation. 
Value/type Properties Type/id Number Main layer 

- - Sequential 1 Input layer 
200 Hidden unit number LSTM 4 LSTM layer Adam Optimizer 
0.5 - Drop1 1 Dropout layer 
- - Relu 1 1 ReLU layer 

100 - Dense1 1 Fully connected layer 
1 - - 1 Regression layer 

 

(b) (a) 
Figure 23. Performance of LSTM model; (a) train (b) test. 

 Convolutional Neural Network 
(CNN) 

For BWR estimation, a 1D Convolutional 
CNN with four layers was also used. The 
detailed architecture of the CNN is presented in 
Table 6, and the corresponding BWR modeling 
results are shown in Figure 24. This model 
achieved high accuracy on the training data 
estimation with RMSE and R2 values of 0.0011 
and 0.96, respectively; similar accuracy was 
also recorded on the testing data with RMSE 
and R2 values of 0.0017 and 0.91 respectively. 
These results, combined with respective AAPD 

values of 13.44% and 17.38% on the training 
and testing datasets, demonstrate that the CNN 
model has high generalization ability. A 
comparison between all the developed machine 
learning models revealed that the CNN model 
was the most accurate, so the generalizability of 
this model was checked on the validation data 
(Well B), as shown in Figure 25. The results of 
this analysis show that the CNN model has a 
high generalization ability, with results close to 
those of the test data (0.0016, 0.8, and 18% for 
RMSE, R2, and AAPD, respectively). 
Therefore, this model was used in the predictor 
part of the ABWRP algorithm. 
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Table 6. The structure of the convolutional neural network employed for BWR estimation. 
Value/type Properties Type/id Number Main layer 

- - Sequential 1 Input layer 
3 Kernel size 

Conv 1D 4 Filter layer 200 Filter number 
Same Padding 
ReLU Activation 

0.5 - Drop 1 1 Dropout layer 
- - Maxpooling 1D 1 Pooling layer 
- - Flatten 1 1 Flatten layer 

100 - Dense 1 1 Fully connected layer 
1 - Dense 2 1 Fully connected layer 

 

(b) (a) 
Figure 24. Performance of CNN model; (a) train (b) test. 

 
Figure 25. Performance of CNN model on 

validation data (well B). 

3.2.2. Data Provider Components 

As shown in Figure 26, in the data provider 
part of the ABWRP algorithm, ܴܹܤଵ  is 
estimated at the first stage/meter (݅ = 1) with 
the initial bit friction value (ܨܤ௜ିଵ=ܨܤ଴), the 
designed controllable drilling parameters, and 
the geomechanical parameters of the first 
drilling path. Then ݅ is updated (݅ = ݅ + 1) and 
the target depth condition (݅ > ݊) is checked. If 
the condition is not met, in the second 

step/meter (݅ =  ଴ andܨܤ ଵ is added toܴܹܤ ,(2
the value of ܨܤଵ  is calculated to estimate 
ଶܴܹܤ . Using this approach, the value of 
 ௜ିଵ until theܨܤ ௜ିଵ is iteratively added toܴܹܤ
target depth is reached to provide the required 
inputs for estimating ܴܹܤ௜. Note that at each 
stage, after completing the inputs, the algorithm 
first sends the inputs to the normalization 
section and then sends the corresponding 
normalized inputs to the intelligent model 
(based on the above analysis, a CNN model was 
used in this study; however, any machine 
learning model can be used) via a data parser to 
estimate the BWR of each step/meter. The 
BWR is thus estimated meter by meter, and the 
bit friction value is progressively updated to 
predict the final bit friction value. 
3.3. Validation of the ABWRP algorithm 

The results of this simulation process are 
illustrated in Figure 27. As shown, the CNN 
model combined with the ABWRP algorithm 
estimated the amount and trend of BWR 
changes and, thus, the final bit friction with 
acceptable accuracy. The simulation results 
estimated the final bit friction to be 4.3% 
compared to the measured bit friction of around 
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3.7% recorded after drilling about 560 meters in 
well B; this finding represents an error of 
around 14%. Accordingly, the designed 
ABWRP process can be used to effectively 
estimate the bit friction during the design phase 

of the drilling operation considering all relevant 
influencing parameters, including 
geomechanics, drilling, and the bit wear 
conditions. 

 
Figure 26. The performance of the data provider part in the ABWRP algorithm. 

 
(a) 

 
(b) 

Figure 27. Comparison of measured and ABWRP algorithm prediction results based on data of well B; 
(a) Bit wear rate, (b) Bit friction. 

4. Conclusionss 
This work aims to develop an adaptive 

machine learning-based algorithm to estimate 
bit friction in drilling operations of new oil, gas, 
and geothermal wells. For this purpose, data 
from two wells were used from an oil field in 
southwest Iran. Nonetheless, the key findings of 
this study are as follows:  

 Geomechanical parameters such as CCS and 
SH play a significant role in the BWR.  

 Bit friction is crucial parameter to consider in 
parameter when estimating the BWR to 
determine the best time to change the bit. 

 Among the tested machine learning methods 
used to estimate the BWR, the CNN 
approach was identified as the most accurate 
and generalizable model. 
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 The CNN model achieved RMSE values of 
0.0011, 0.0017, and 0.0016 per meter for the 
training, testing, and validation datasets, 
respectively; the corresponding R2 values 
were 0.96, 0.91 and 0.8. Based on this 
assessment,  

 The ABWRP algorithm developed in this 
study estimated the final bit friction value in 
the validation well with a 14% error based on 
only the profile of geomechanical properties 
and the designed operational parameters.  

 Simulation-based validation results showed 
that the use of the ABWRP algorithm has the 
potential to evaluate bit friction and increase 
the life of bits in studies targeting multi-
objective optimization of the controllable 
drilling parameters. 

Due to the limitations in data availability, 
the data used in this work were only from the 
reservoir sections of two wells; more accurate 
assessments could likely be achieved by using 
a wider data bank (including several bit types 
with different diameters). 
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Nomenclatures 
BF Bit Friction % 
BP Breakout Pressure MPa 
BS Bit Size Inch 
BWR Bit Wear Rate percent per meter (ppm) 
 Pore Compressibility unitless ܘ۱
 Bulk Compressibility unitless ܊۱
۳ Static Elastic Modulus GPa 
 Dynamic Elastic Modulus GPa ܖܡ܌۳
Fang Internal Friction Angle deg 
FP Fracture Pressure MPa 
 Gravity Acceleration m/s2 ܏

 -  Number of data points in Equation 1 ࢔
PP Pore Pressure psi or MPa 
 Static Poisson's Ratio v/v ܀۾
 Dynamic Poisson’s Ratio v/v ܖܡ܌܀۾
RMSE Root Mean Square Error ppm 
SD Standard Deviation % 
 Minimum Horizontal Stress MPa ܐ܁
 Vertical Stress MPa ܄܁
 Maximum Horizontal Stress MPa ۶܁
UCS Unconfined Compression Strength MPa 
 Compressional Wave Velocity km/sec ܘ܄
 Shear Wave Velocity  km/sec ܛ܄
 % Volume of Shale ܍ܔ܉ܐܛ܄
࢔ࢄ

 - Normalized value in Equation 2 ࢏
 - Value of the ݅-th parameter in Equation 2 ࢏ࢄ
 - Minimum and maximum values in Equation 2 ࢞ࢇ࢓,࢔࢏࢓ࢄ
હ Biot Coefficient unitless 
ࢊࢋ࢒ࢇࢉ࢙࢖࢛ࢇ

࢐  Scaled value of data point in Equation 1 - 
 - Value of a data point in Equation 1 ࢏ࢇ
ઽܐ Tectonic strain in the minimum horizontal stress direction % 
ઽ۶ Tectonic strain in the maximum horizontal stress direction % 
૎ Porosity in pore pressure-related equations v/v 
ો܎܎܍ Effective stress MPa 



Bajolvand et al. Journal of Mining & Environment, Vol. 16, No. 4, 2025 
 

1290 

Acronyms 
ANN Artificial Neural Network 
BF Bit friction 
BGT Bootstrap aggregating 
BP Breakout Pressure  
BS Bit Size  
BWR Bit Wear Rate  
CNN Convolutional Neural Network 
CCS Confined Compression Strength  
Coh Cohesion Strength  
DTCO Compressional Slowness 
DTSM Shear Slowness  
ECD Equivalent Circulating Mud Density  
FPR Flow Pump Rate 
FFBP Feed-Forward Back Propagation 
GPR Gaussian Process Regression 
GR Gamma ray log 
HL Hidden Layer 
MLP Multi-layer Perceptron 
MSE Mechanical Specific Energy 
NSGA-II Non-dominated Sorting Genetic Algorithm 
NPHI Neutron Porosity Log 
PEF Photoelectric Log  
RBF Radial Basis Function 
RPM Rotary Speed per Minute  
ROP Rate of Penetration 
RT Resistivity  
RHOB Density 
SVR Support Vector Machine 
TRQ Torque 
WOB Weight On Bit 
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Appendix A: 1D MEM (Relations and Results Descriptions) 

This section describes the one-dimensional 
geomechanical model (1D MEM), which is 
applied to estimate the mechanical properties of 
the formation rocks and geo-stress parameters 
within a well [48].  

 Rock mechanical properties 
(dynamic and statics) 

In this part, the cleaned petrophysical logs, 
namely the compressive wave velocity (V୮ ), 
shear wave velocity (Vୱ), density (RHOB), and 
neutron porosity (NPHI), core test results, and 
well test findings, were used as input 
parameters to the 1D MEM. First, the rock 
dynamic modulus was computed using Eqs. A1 
and A2. The static modulus was then 
determined by applying Eqs. A3 and A4) 

[49,50]. Subsequently, the rock strength 
parameters, namely the CCS [51,52], UCS [53], 
internal friction angle, and cohesion, were 
obtained by applying the relationships given in 
Eqs. A5 to A8.  

Eୢ୷୬ = RHOB × Vୱ
ଶ (

3V୮
ଶ − 4Vୱ

ଶ

V୮
ଶ − Vୱ

ଶ ) (A1) 

PRୢ୷୬ = [
V୮

ଶ − 2Vୱ
ଶ

2(V୮
ଶ − Vୱ

ଶ)ଶ] (A2) 

E = 0.7 × Eୢ୷୬ (A3) 

PR = PRୢ୷୬ (A4) 

UCS = 2.27 E + 4.74 (A5) 

 

CCS = UCS + (ECD − PP) + 2 (ECD − PP)(
sin(Fang)

1 −  sin(Fang)) (A6) 

Coh =  UCS/ (2 tan (
Fang

2 +
π
4)) (A7) 

Fang =  26.5 − 37.4(1 − NPHI − Vୱ୦ୟ୪ୣ) + 62.1(1 − NPHI − Vୱ୦ୟ୪ୣ)ଶ (A8) 

 
 Vertical Stress (ࢂࡿ) 

At a given point within the Earth’s crust, the 
vertical stress is dictated by the rock column’s 
overburden weight. Equation A9 can be 
employed to determine the vertical stress at 
depth z based on the density (RHOB) log: 

S୚  =  RHOB ×  g × depth (z) (A9)) 

 Pore Pressure (PP) 

In this work, a model previously developed 
by Atashbari and Tingay (2012) was used to 
estimate the PP. To estimate PP measurements 
in carbonate rocks, this model considers four 
parameters: pore compressibility ( C୮ ), bulk 
compressibility (Cୠ), effective stress (σୣ୤୤), and 
porosity ( ߮ ) (see the relationship shown in 
Equation A10). Note that the log-measured 
porosity values recorded (ܰܲܫܪ) were used for 
estimating PP in the present work. Equation 
A11 was applied to determine σୣ୤୤.  

PP = ൬
(1 − φ)Cୠσୣ୤୤

(1 − φ)Cୠ − φC୔
൰

ஓ

 (A10) 

Where 0.9 ≤ 1 ≥ ߛ and the pore pressure, 
effective stress, and overburden stress are 
related through Equation (A11). 

σୣ୤୤ =  S୚ − αPP (A11) 

where σୣ୤୤ represents the effective stress, S୚ 
is the overburden stress, PP denotes pore 
pressure, and α is the Biot coefficient (assumed 
to be equal to 1 in this case).  

The bulk compressibility in sandstone and 
limestone was computed using Equation A12 
and Equation A13, respectively [55]. 

C୔,ୗୟ୬ୢୱ୲୭୬ୣ =
97.32 × 10ି଺

(1 + 55.8721 × φ)ଵ.ସଶ଼ହଽ (A12) 

C୔,୐୧୫ୣୱ୲୭୬ୣ =
0.853531

(1 + 2.47664 × 10଺φ)଴.ଽଶଽଽ (A13) 

 Horizontal stress and strain 
components 

The poroelastic relationships given in 
Equation A14 and Equation A15 were used to 
calculate the minimum horizontal stress (ܵℎ) 
and the maximum Horizontal Stress (SH). 
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Sh =
PR

1 − PR S୚ −
PR

1 − PR αPP + αPP +
E

1 − PRଶ ε୦ +  
PR × E
1 − PRଶ εୌ (A14) 

SH =
PR

1 − PR S୚ −
PR

1 − PR αPP + αPP +
E

1 − PRଶ εୌ +  
PR × E
1 − PRଶ ε୦ (A15) 

 
where ε୦  and εୌ  denote, respectively, the 

tectonic strains in the maximum and minimum 
horizontal stress directions.  

 1D MEM model calibration  

The 1D MEM model established in this 
study was calibrated in two stages. In the first 
stage, PP predictions were made within the 
wells; the well test measurements (repeat 
formation tester (RFT)) were then compared 
with the estimated PP values [54]. The model’s 
coefficient was then calibrated to match the real 
pore pressure as measured by RFT.  

In the second stage, SMWW calculations 
(Fracture Pressure (FP) and Breakout Pressure 
(BP)) were performed with respect to Mohr–
Coulomb criteria [49,56]. By comparing the 
wellbore instabilities, such as shear or tensile 
collapse, with the calculated FP and BP values, 
௛ߝ  and ߝு  were calibrated to match the well 
instabilities with the considered safe mud 
weight window. 

Appendix B: Error and performance 
calculation  

Equation A1 was used to calculate the 
Percent Deviation (ܲܦ) or Relative Error (ܴܧ) 
for each data point (݅) in the dataset (containing 
݊  data points) based on the measured 
parameters ( ܲ௠௘௔௦௨௥௘ௗ ) and predicted 
parameters ( ௣ܲ௥௘ௗ௜௖௧௘ௗ). 

௜ܦܲ = ௠ܲ௘௔௦௨௥௘ௗ − ௣ܲ௥௘ௗ௜௖௧௘ௗ

௠ܲ௘௔௦௨௥௘ௗ
× 100 (B1) 

Once ܲܦ  is known for each point in the 
dataset, the average percent deviation (ܦܲܣ) 
can be calculated using Equation B2. 

ܦܲܣ =
∑ ௜ܦܲ

௡
௜ୀଵ

݊  (B2) 

The average absolute percent deviation 
 .is given by Equation B3 (ܦܲܣܣ)

ܦܲܣܣ =
∑ ௜|௡ܦܲ|

௜ୀଵ

݊  (B3) 

Standard deviation ( ܦܵ ) of error can be 
computed from the mean error (ݎܧ௠௘௔௡ ) and 
error terms at individual data points (ݎܧ) using 
Equation B4. 

ܦܵ =  ඨ
∑ ௜ݎܧ) − ௠௘௔௡)ଶ௡ݎܧ

௜ୀଵ

݊ − 1  (B4) 

The RMSE of each model can then be 
evaluated using Equation B5. 

ܧܵܯܴ =  ඩ
1
݊ ෍ ቀ ௠ܲ௘௔௦௨௥௘ௗ௜ − ௣ܲ௥௘ௗ௜௖௧௘ௗ௜

ቁ
ଶ

௡

௜ୀଵ

 (B5) 

For each prediction, the COD ( ܴଶ ) is 
calculated by Equation B6. 

ܴଶ = 1 −
∑ ቀ ௠ܲ௘௔௦௨௥௘ௗ௜ − ௣ܲ௥௘ௗ௜௖௧௘ௗ௜

ቁ
ଶ௡

௜ୀଵ

∑ ൬ ௣ܲ௥௘ௗ௜௖௧௘ௗ௜
−

∑ ܲ௠௘௔௦௨௥௘ௗ
௡
௜ୀଵ

݊ ൰
ଶ

௡
௜ୀଵ

 (B6) 
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  چکیده:

عوامل مؤثر بر    یی. از آنجاکه شـناسـاگذاردیم ریتأث  ییگرما  نینفت، گاز و زم  يهاچاه  يحفار  اتیعمل  يهانهیاسـت که بر عملکرد و هز  یاسـاسـ يهااز چالش  یکیمته    شیسـا
  ین یبشیپ  تمیالگور  کین مطالعه با هدف توسـعه  یاسـت؛ ا  يضـرور یاتیو عمل  یطیمتأثر از عوامل مح  يحفار  اتیعمل  نیآن ح  راتییتغ  ینیب  شیپ  ییمته و توانا  شینرخ سـا

براABWRP( یقیتطب ــا  نیتخم  ي)  ــاس پـارامترهـا  دیـجـد  يهـاچـاه  يبرا  يحفـار اتیـعمل نیمتـه در ح  شینرخ سـ ــده و پـارامترهـا  یطراح یاتیـعمل  يبر اسـ مرتبط با    يشـ
  شی برآورد کننده نرخ سـا  قیعم  يریادگیبر   یپردازش کننده داده، مدل مبتن ده،متشـکل از ارسـال کننده دا  تمیالگور  نیانجام شـده اسـت. سـاختار ا  يتحت حفار  يسـازندها

در جنوب غرب    ینفت  دانیم  کیدو چاه در   يهاداده  ش،یبخش برآورد کننده نرخ سـا  يمنظور توسـعه مدل جامع برامته اسـت. به  یدگییکننده سـا  یمته و بخش به روزرسـان
و  PDCنوع   يها. هر دو چاه مورد مطالعه با متهشـودیمته م  یدگییو سـوابق رانش و سـا  يحفار  يهاداده  ،یکیزیپتروف  يهادادهاند که شـامل  شـده  لیو تحل  يآورجمع  رانیا

ده  يحفار  نچیا  5/8با قطر  ا يدیها، عوامل کلداده  پردازششیاند. پس از پشـ ار  شیمؤثر بر نرخ سـ امل عمق، مقاومت فشـ ده، تنش افق  يمته شـ ورشـ دحداکثر، د  یمحصـ  رصـ
ا رعت چرخش مته و نرخ جر  يمته، وزن رو  شیسـ ا انیمته، سـ ناسـ تفاده از روش رپر شـ پس، هفت الگور  ییپمپ با اسـ دند. سـ   يبرا   قیعم يریادگیو    نیماشـ يریادگی  تمیشـ

ا عه بخش برآورد کننده نرخ سـ تفاده قرار گرفتند. در ا  ABWRP  تمیمته در الگور  شیتوسـ ب  ان،یم  نیمورد اسـ بکه عصـ ت،    نی) بهترCNN(یچشـیپ  یمدل شـ عملکرد را داشـ
ر  0017/0و    0011/0) برابر  RMSEمربعات (  نیانگیجذر م يمقدار خطا  که يطوربه آموزش    يهامجموعه داده  يبرا  بیترتبه  92/0و   96/0) برابر  R²( نییتع  بیو مقدار ضـ

ت آمد. بنابرابه  شیو آزما ب  ن،یدسـ بکه عصـ بت به مدل  یچشـیپ  یمدل شـ د. عملکرد ا  یابیارز  يهابه عنوان مدل کارآمدتر نسـ ده انتخاب شـ ت که    يبه نحو  تمیالگور  نیشـ اسـ
  يســاز نرمال  هايورود  نیدر بخش پردازش داده ا  شــود؛یمورد نظر توســط ارســال کننده به بخش پردازشــگر داده ارســال م  يعمق حفار نیمربوط به اول  يهايابتدا ورود

وندیم تاندارد به مدل معرف  يو به عنوان ورود  شـ وندیم  یاسـ اشـ ا ،یاتیو عمل  یطیمح  يعمق متأثر از پارامترها  نیمته در اول شی. پس از برآورد نرخ سـ مته به    شیمقدار سـ
و در هر عمق مقدار    ابدییادامه م  یانیبه عمق پا  دنیتا رسـ  ندیفرا  نی. اشـودیمتراژ بعد اسـتفاده م  نیتخم  يمته برا  دیجد  هیاول  شیو به عنوان مقدار سـا شـودیم  یروز رسـان

از   یکی  نشدهدهید  يهااز داده  شیآزما  نیشد. در ا  یطراح  يسازهیبر شب یمبتن  شیآزما  کی  ABWRP  تمیعملکرد الگور  یابیارز  يبرا  تی. در نهاشودیمته به روز م  شیسا
درصـد    14  يمته را با خطا  یینها  شیقادر اسـت سـا  ABWRP  تمیرنشـان داد که الگو جیاسـتفاده شـد. نتا  يدر حال حفار  دیچاه جد  کیمورد مطالعه به عنوان داده    يهاچاه

  دی جد  يهاچاه  يزیرو برنامه  یدر طراح  ینقش مهم  تواندیم  قیتحق  نیتوسـعه داده شـده در ا  تمیالگور  نیقبول اسـت. بنابراقابل  دانیم یاتیعمل  اسیبرآورد کند که در مق
  .کند فایمته، ا شیبا در نظر گرفتن نقش سا يحفار يپارامترها يسازنهیخوص در موضوع بهبه
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