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Article Info Abstract

The abundance of high dimensional datasets and the computational
limitations of data analysis processes in applying to high-dimensional
data have made clear the importance of developing feature selection
methods. The negative impact of irrelevant variables on prediction
and increasing unnecessary calculations due to the redundant
attributes lead to poor results or performance of the classifiers.
Feature selection is, therefore, applied to facilitate a better
understanding of the datasets, reduce computational time, and
enhance prediction accuracy. In this research, we develop a composite
method for feature selection that combines support vector machines
and principal component analysis. Then the method is implemented
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Hoseini). datasets utilized in this study consist of three from the UCI
Machine Learning Repository, used to assess the performance
of the proposed models. Additionally, a dataset gathered from
the central library of Ayatollah Boroujerdi University was
considered. This dataset encompasses 1,910 instances with 30
attributes, including gender, native status, entry term, faculty
code, cumulative GPA, and the number of books borrowed.
After applying the proposed feature selection method, an
accuracy of 70% was obtained with only five features.
Experimental results demonstrate that the proposed feature selection
method chooses appropriate feature subset. The approach yields
enhanced classification performance, as evaluated by metrics such as

accuracy, F, -score and Matthews correlation coefficient.
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1. Introduction

Machine learning algorithms can be applied on are very important tasks in preprocessing stage.

datasets for different tasks such as classification,
pattern recognition or clustering. Due to
technological advances, many datasets are
available that have a large number of features. In
data analysis, features are also referred as columns,
attributes, tuples or variables and they are the basic
building blocks of datasets. The quality of the
results obtained by a machine learning algorithm
strongly dependents on the quality of the features
in the dataset. Thus the identification and
elimination of irrelevant and redundant variables

This procedure is referred as feature selection or
variable elimination [1].

Feature selection plays a crucial role in data mining
and machine learning for various reasons. By
identifying and choosing the most relevant and
significant features, the performance of the models
can be enhanced. Irrelevant or redundant features
have the potential to introduce noise and diminish
the accuracy of the model [2]. The inclusion of
these features can lead to overfitting, where the
model achieves high accuracy on training data but
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fails to generalize to new, unseen data. Feature
selection is instrumental in mitigating overfitting
by focusing on the most important features.
Furthermore, using fewer features can result in
faster training and prediction times, which is
particularly vital for large datasets and real-time
applications.

For high-dimensional datasets, feature selection
methods have become an integral part of the
learning process. Feature selection has many
benefits such as model simplicity, lower
computation requirement and higher predictor
performance [1]. In feature selection we aim to
select a subset of variables in the dataset such that
the tasks are still well accomplished while reducing
effects from noise or irrelevant variables [2]. To do
this, a measure is needed which is used to
determine the relevance of each feature with the
target variable. Next a process must be introduced
to find the more efficient features.

There are three categories for supervised feature
selection methods: filter, wrapper and embedded
methods [1,3]. Filter methods are usually pre-
processing procedures that independently consider
each feature in the dataset and rank the features.
Then low ranked features are eliminated and the
rest are applied to a predictor. The main advantages
of these schemes are their low computational cost
and good generalizability [2]. Filter methods rank
features solely based on statistical properties such
as correlation or mutual information, independent
of any machine learning models. While these
methods are simple and cost-effective, they may
overlook complex interactions between features.
This inability to identify nonlinear interactions can
lead to poor performance in the final models,
especially in  problems  where  features
simultaneously affect the output.

In wrapper methods, all subsets of the features are
examined by the predictor performance [3]. The
predictor will find a subset with highest predictor
performance via a search algorithm. In other
words, these algorithms use the learning method on
a subset of features. However, this interaction with
the classifier leads to better performance results
than filter methods. Wrapper methods utilize a
machine learning model to evaluate various subsets
of features. Although these methods can find
optimal feature sets that enhance model
performance, they are prone to overfitting. This is
because they optimize the model on the training
data and may become sensitive to noisy patterns or
specifics of the training dataset. Additionally,
wrapper methods require intensive computations
due to the large search space of feature
combinations, which can be impractical for large
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datasets. Embedded schemes perform feature
selection during the training process [4]. In these
methods, the search for an optimal subset of
features is embedded into the classifier. These
methods are able to record dependencies at lower
computational costs than wrapper schemes.
Support vector machines (SVM) method has
become widely used in machine learning and data
mining due to its ability to classify data effectively,
even in high-dimensional spaces [5]. Its application
to feature selection has garnered significant
attention, particularly because of the capacity to
handle large datasets, make accurate predictions,
and select relevant features in the process. SVM is
particularly suitable for feature selection because
they inherently perform a form of feature
weighting through their decision boundary. In the
context of feature selection, the SVM algorithm
can be used to identify the most discriminative
features that contribute to the best classification
performance [6]. The process often involves using
a feature selection criterion, such as the weights of
the support vectors or the recursive feature
elimination technique, to assess the relevance of
features.

While feature selection focuses on identifying and
retaining the most relevant attributes from the
original dataset, feature extraction transforms the
existing features into a new set of representative
variables, aiming to preserve essential information
in a reduced form. Feature extraction technique is
also used to reduce the number of features but with
a completely different approach from the feature
selection methods. Feature extractions such as
linear discriminant analysis, wavelet transform,
fast Fourier transform, and principle component
analysis (PCA) create new features from the
original ones in the dataset and then discarding the
used features [7]. The process should be done in
such a way that the new reduced set of features
contains most of the information of the original
dataset without losing important or relevant
information. In this approach, new features are
created using some transformations on the original
feature space, that is the main difference between
feature selection and feature extraction.

Despite advancements in feature selection and
extraction techniques, many existing methods still
face significant challenges. PCA is widely used for
dimensionality  reduction and  eliminating
irrelevant features; however, it may lead to the loss
of critical information, negatively affecting
classification accuracy. Conversely, SVM is
effective for feature selection and improve class
separability, but they are highly sensitive to
parameter tuning and can struggle with complex
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datasets. In this work, we present a composite
feature selection method that prepare the dataset
for the supervised learning algorithms. In the
proposed method, we first use PCA method to
extract new feature from the features in the dataset.
Then support vector machine (SVM) is used to
rank the new extracted features. Finally low ranked
features are eliminated and the rest of the features
are provided to the considered predictor
algorithms.

The proposed hybrid approach leverages the
strengths of both PCA and SVM to overcome these
limitations and enhance classification
performance. This study systematically compares
the proposed method with conventional techniques,
demonstrating its impact on improving predictive
accuracy. While many hybrid methods combine
filter and wrapper techniques, our approach
leverages PCA to reduce redundancy and noise in
the data while preserving essential information,
followed by SVM to select the most discriminative
features. This sequential combination ensures both
efficiency (through PCA) and effectiveness
(through SVM) in feature selection.

PCA is a linear method that selects features based
on maximum variance in the data [8]. PCA can
limit its effectiveness in feature ranking since it
does not inherently capture nonlinear relationships
among variables. However, integrating PCA with
SVM, particularly using nonlinear kernels such as
the RBF kernel, can mitigate this limitation. PCA
eliminates correlated and irrelevant features,
transforming data into a space where SVM can
more effectively define decision boundaries. The
proposed method is particularly suited for high-
dimensional datasets, where PCA effectively
extracts new features before SVM refines the
feature set. This is a key distinction from other
hybrid methods that may struggle with scalability
or overfitting in such scenarios.

We consider the K-nearest neighbors (KNN) and
Naive Bayes (NB) methods to examine and
compare the suggested feature selection method.
This paper is organized as follows: In Section 2, a
brief review of feature selection techniques is
presented. Section 7 is devoted to the proposed
feature selection method. In Section 8, we apply the
proposed feature selection scheme on several
famous datasets to illustrate the efficiency and
applicability of the method.

2. Literature Review

In this section, we briefly review related researches
on feature reduction schemes. In machine learning,
feature selection is the procedure of eliminating
irrelevant and redundant features from a data set
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especially high dimensional one in order to
improve the performance of the classifier [2,9].
Feature selection speeds up the training process
and improves the predictive accuracy [9].

Similar to the machine learning viewpoint, Omuya
et al. [10] classified the feature selection
approaches into supervised, unsupervised, and
semi-supervised methods. In supervised schemes
which can either be filter, wrapper, or embedded
models [11], relevant features based on labeled
datasets are selected [4,11,12-14]. Filter
approaches such as relief method, information gain
and Fisher score method evaluate features
independently from interrelationship between
features and have poor performance [10].

The wrapper technique facilitates interaction
between the features and model by considering
feature dependencies. These models like genetic
algorithms, greedy forward selection, simulated
annealing and recursive feature elimination [13,14]
assess features based on their interrelationships,
thereby optimizing algorithmic performance.
However, this approach often results in high
computational costs and overfitting. Embedded
techniques, such as Ridge regression and Lasso
algorithms, choose features that increase
significantly the accuracy of the classifier. These
methods integrate the feature selection procedure
into the classification algorithm [4].

For datasets containing a mixed of labeled and
unlabeled data, semi-supervised methods [15,16]
can be used to recognize the relevance of features.
Unsupervised feature selection approaches such as
PCA, feature similarity, and discriminant analysis
[12,17-19] are implemented on unlabeled datasets
to select relevant features. PCA involves assessing
correlations between variables to identify the most
important principal components. Using this
technique [20], the size of datasets, including a
large number of interrelated features, can be
reduced. Thus one of the main applications of PCA
is in dimensionality reduction. PCA identifies the
principal components of the dataset and helps us to
analyze some more new valuable features instead
of examining all the features by extracting those
features that provide more information. PCA
generates new features. The main advantages of
using it is reducing the execution time for the
algorithm and preventing overfitting of the model .
This technique works well in labeled datasets [16].
PCA is a linear transformation-based
dimensionality reduction technique that derives
new features by combining original ones.
Consequently, this transformation may reduce
feature interpretability, as principal components no
longer directly correspond to the initial features
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[21]. However, this trade-off is often justified by

improved model accuracy and reduced
computational ~ complexity.  To  maintain
interpretability, PCA loading scores can be

analyzed to understand the contribution of each
original feature to the principal components.
Although the PCA method involves extensive
matrix computations and characteristic polynomial
root-finding, several techniques have been
developed to reduce its computational cost. One
such technique is parallel computing [22-24],
which allows computations to be distributed across
multiple processors, significantly speeding up the
process. Additionally, optimization methods like
Incremental PCA [25] and Randomized PCA [26]
have been introduced to further enhance efficiency.
Incremental PCA  updates the principal
components incrementally as new data arrives,
avoiding the need to recompute the entire dataset.
This method is particularly useful for large-scale
datasets where storing and processing all data at
once is impractical. Randomized PCA, on the other
hand, employs randomization techniques to
approximate the principal components, leading to
faster computations while maintaining high
accuracy. These advancements in PCA
methodologies have made it feasible to apply PCA
to larger datasets and more complex problems,
making it a valuable tool in various fields such as
machine learning, data mining, and signal
processing.

Cortes and Vapnik [27] developed SVM method

that can be used in a variety of fields of study,

including feature selection. The SVM algorithms
are used for both classification and regression
analysis. Support vector machines can be used for
feature selection by leveraging the properties of the

SVM algorithm to identify the most relevant

features for classification or regression tasks.

Feature selection using SVM involves identifying

a subset of input variables that are most informative

for the learning task, thereby improving model

performance and reducing dimensionality. SVM

can be used for feature selection as follows [28]:

e Using Feature Weights: After training an SVM
model, the learned weights (coefficients)
associated with each feature can be analyzed
to identify the most influential features. In
linear SVM, the magnitude of the weight
vector w can indicate the importance of
each feature. Features with higher absolute
weights are considered more important for
the classification task.

e Recursive Feature Elimination (RFE): This
technique involves iteratively training an
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SVM model on subsets of variables while
systematically removing the least important
features. During each iteration, feature
weights are evaluated, and the least
significant features are pruned until the
desired number of features is achieved. RFE
is effective for identifying a subset of
variables that contribute the most to the
model’s performance.

e Kernel Trick for Non-linear Feature Selection:
When using non-linear SVM with kernel
functions (e.g., polynomial kernel, RBF
kernel), the transformed feature space can
highlight the most relevant features for the
classification task. By examining the support
vectors and their associated feature weights
in the kernel-induced feature space, one can
identify the most discriminative features.

e Embedded Feature Selection: Some SVM
implementations, especially those with

regularization (e.g., L' regularization),
inherently perform feature selection during
model training. Regularization terms
penalize the inclusion of irrelevant features,
effectively encouraging the model to focus
on the most informative features.

e SVM-Based Wrapper Methods: These approach
use SVM as a black-box model to evaluate
subsets of features and select the best subset
based on model performance. These methods
employ SVM as a feature evaluator and
optimize feature subsets based on the SVM
model's performance.

By leveraging these techniques, SVM can

effectively perform feature selection by identifying

the most relevant features for the learning task,
leading to improved model generalization, reduced
overfitting, and enhanced interpretability.

Feature selection can also be categorized into

univariate selection, feature importance and a

combination of those [10]. In univariate selection,

the relation between each two features and
specially between the independent variables and
the target variable are computed using correlation
matrix. Information gain, Chi-squared,
symmetrical uncertainty and minimum relevance
maximum redundancy can be considered as
univariate selection methods [1,29]. These
approaches are commonly referred to as statistical-
based feature selection methods as they utilize
statistical tests to identify features with the
powerful correlation to the output variable.
Nevertheless, statistical methods could not be
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proper for all datasets due to their reliance on the
data type.

In feature importance techniques [30,31], the
features are ranked based on their relevance or
importance to the target variable. The ranking of
the input features is done by the model. Xu et al.
[30] explored the prediction of anticancer drug
responses, which vary among patients due to
genetic factors like mutations and RNA expression.
They focused on the feature selection aspect for
classification models by first employing an
autoencoder network to reduce the dimensionality
of genetic data and select significant input features.
Subsequently, they utilized the Boruta algorithm to
further refine the feature set for a random forest
model used in predicting drug responses. However,
their approach faces challenges in identifying key
features and handling imbalanced datasets, which
can affect generalizability. A feature importance
ranking measure proposed by Zien et al. [31] for
feature selection that demonstrated outstanding
predictive accuracy, contingent on the distribution
and size of input features. However, the
computational time and stability of feature
selection algorithms can be impacted by this
measure.

Composite feature selection approach uses a
combination of two or more techniques. Various
types of composite schemes have been considered
in the literature [32-36]. Raghavendra et al. [34]
implemented a combination of feature selection
methods based on entropy value, mean value, and
threshold value, along with forward selection and
backward elimination techniques, on small-scale
medical datasets. The method encounters
challenges when dealing with noisy datasets and
exhibits high computational complexity when
applied to large-scale data. The method results in a
stable model with improved performance, although
the main issues include lengthy training times.
Stability of feature selection schemes, which
means that a small perturbation on the training data
leads to a small different feature selection result,
has been investigated in [32,33,35].

In this paper, we suggest a composite feature
selection method based on a combination of PCA
and SVM.

3. The proposed feature selection method

We now introduce the new composite method to
reduce the dimensions of the data in order to
improve the performance of the classification
algorithms via selecting the best subset of features.
It composes of two sequential stages: the feature
extraction stage using PCA and the feature
selection stage via SVM.
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3.1. Principal Component Analysis

One of the famous statistical methods for
dimensionality reduction is the PCA approach.
This approach is useful and desirable when there
are many variables with high correlation in the
investigated data set. The main idea of the PCA
approach is to find a number of uncorrelated linear
combinations of the main correlated variables that
contain the most variance structure of the original
data. These uncorrelated linear combinations that
give a better interpretation and understanding of
the sources of changes in the data are called
principal components. The directions of the
principal components are chosen so that they are
perpendicular to each other and successively
maximize the variance of the projected data.

In practice, the first component is related to the
direction in which the transformed observations
have the highest variance. Next the second
component is perpendicular to the first component
and this time the variance of the points transformed
on it is the highest, but its value is less than the
variance of the first component. This process
continues and the next main components are
produced in order. One of the main important
properties of the PCA approach is that the first few
principal components account for a significant
proportion of the changes in the main variables.

Let X ={X,X,,...,X,} denote the dataset of n
observations, where each one has p numerical
variables, i.e. x; = (x},xZ,...,x')T € R? where T
denotes transpose. In order to avoid biased results,
we suppose that the dataset X is standardized. For
convenience, we set these data valuesin an Nx p

data matrix X , whose i-th column is the i-th
feature of the observations. PCA method calculate
firstly the covariance matrix as follows:

Cov(X)=%Zn:(Xi -X)(%-%X)",

i=1

@

where X is the mean vector of the dataset X . The
covariance matrix is utilized to assess the
interdependence and correlation among variables.
Subsequently, the spectral decomposition of the
covariance matrix involves the use of eigenvectors

Vi, Vy,...,V, andeigenvalues 4 >4, >...2 4, . It

should be pointed out that these eigenvectors are
actually the principal components and the
eigenvalues give the amount of variance carried in
each principal component. Thus we rank the
eigenvalues in descending order which means that
the eigenvector corresponding to the first principal

component is v, and the one corresponding to the
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second principle component is v, and so on. Then

we get the principal components in order of
significance. Now we can keep all principle
components or discard components with low
eigenvalues. Then we form a matrix of the
considered eigenvectors:

V =(V,Vy,Varen Vg ),
where d < pand V isa pxd matrix that has as

columns the eigenvectors of the d first principle
components. Finally, the feature matrix V is used
to reorient the original dataset X to the axes
represented by the principal components as
follows:
Y =(X-X)V.

The transformed dataset Y is used to next feature
selection or variable elimination stage. The
advantages of this method can be mentioned as
follows: reduction of noise in the data, prevention
of overfitting and elimination of interdependent
features.

PCA concerns with the converted space based on
the eigenvectors, thus it may lose maximum
classification sensitivity due to the removal of
several sensitive features [37,38].The objective of
the PCA model is to create a new set of features
with reduced dimensions compared to the primary
dataset documented in the literature. The approach
transforms a p -dimensional dataset into a lower-

dimensional dataset such as d, where d < p. But
we use the PCA algorithm to convert the original
p -dimensional dataset into a more useful space

with the same dimension.

3.2. Support Vector Machines

Support vector machines for the dataset X is
defined as the following optimization problem,
aiming to maximize the margin between data
classes while minimizing classification errors. This
formulation ensures effective generalization on
unseen data.

Minimize %HWHZ.
subject to the following constraints for each
training sample (X, Y; ):

y, (W' x +b) >1.

In addition to the constraints, the optimization
problem may include soft-margin constraints to
handle cases where the data is not linearly
separable. This allows for some misclassifications
by introducing a penalty for misclassified points,
balancing the margin maximization and the
classification error.
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The solution to the maximization problem can be
achieved through techniques like quadratic
programming or convex optimization to determine
the optimal values of w and b defining the
separating hyperplane.
In the context of SVM, a kernel function
transforms the input data into a higher-dimensional
space, enabling the SVM to find a linear separation
that may correspond to a nonlinear separation in the
original input space.
The kernel function plays a crucial role in SVM
because it allows the algorithm to efficiently find
non-linear decision boundaries. Instead of
explicitly mapping the input data to a higher-
dimensional space, which can be computationally
expensive, the kernel function calculates the inner
product between the transformed data points
without explicitly transforming them. This is
known as the “kernel trick”. The most popular
kernel functions include:

e Linear;

¢ Radial Basis Function (RBF);

e Polynomial;

e Sigmoid.
By using an appropriate kernel function, SVM can
effectively model nonlinear relationships in the
data and find optimal decision boundaries. The
choice of the Kkernel function and its
hyperparameters is an important consideration
when using SVM for classification or regression
tasks.

4. Classification algorithms

In this section we present two simple classifiers:
K -Nearest Neighbors and Naive Bayes. These
classifiers are both popular classification
algorithms in machine learning with their own
unique benefits. Naive Bayes is an algorithm with
simple and easy to understand and efficient and fast
for training and prediction, which performs well in
multi-class prediction problems. This method
works well with large datasets and handles missing
data well. KNN is a non-parametric and flexible
that can handle non-linear data with no
assumptions about the data distribution. It is easy
to interpret and explain which can handle multi-
class classification problems.

4.1. Naive Bayes

The Naive Bayes classifier is an easy-to-
understand and robust probabilistic approach that
applies Bayes' theorem, operating under the
assumption that features are independent [9]. It is
widely used in machine learning for classification
tasks, especially for text classification and spam
filtering. This method is one of the machine



A Hybrid Feature Selection Technique Leveraging PCA and SVM

learning algorithms with conditional independence
assumption. In other words, a group of simple
classifiers, assuming the independence of random
variables and based on Bayesian theorem, which is
one of the most important and widely used
concepts of probability, form the Bayesian
classifier. From the Bayes rule, the probability of a
sample X being class ¢ can be calculate as
follows:

P(x|c)P(c)
P(x)

where P(c) the probability of the prior class,

P(c|x)=

P(x) the probability of the prior property,
P(c|x) the posterior probability, and P(x|c)

the likelihood estimation. The corresponding
classifier is the function that assigns a class label
y as follows:

n
g =argmax, P(y)[ [P(x | y)-

i=1
Although it relies on a simplistic and “Naive”
assumption, Naive Bayes often delivers
surprisingly effective results, especially in text
classification applications. It is robust to irrelevant
features and can handle high-dimensional data
efficiently. However, it may not capture complex
relationships between features, and its performance
can degrade if the independence assumption is
severely violated [5].

4.2. K -Nearest Neighbors

As a popular machine learning approach, the KNN
algorithm is used for regression and classification
tasks. It identifies the K nearest data points to an
input and predicts based on the average value for
regression or the predominant class for
classification [39].

When employing the KNN algorithm, the distance
between the input and each data point in the
training set is computed. The K nearest data
points are then selected based on their distances,
and the majority class or average value of those
neighbors is utilized to formulate the prediction.
Therefore, it is necessary to specify a criterion to
determine the distance between data points. We
consider the Euclidean distance to get the distance
between the two data points. In the K -nearest
neighbor algorithm, a category is determined by
selecting k samples from the training set that are
most similar to each other. The decision for a new
test sample is then based on the majority category
or label within this selected neighborhood. In
essence, the category assigned to the new sample

165

should have the highest number of samples in the
chosen  neighborhood.  Consequently,  after
calculating the Euclidean distance between the
points, the elements are sorted based on this
distance. Subsequently, the label that is most
prevalent among the K neighbors is assigned to
the unknown sample [39].

The value of K, i. e. the number of neighbors to
consider, is a pivotal parameter in the KNN
algorithm when making predictions. Choosing a
small value for K can expose the algorithm to
noise in the data, while a larger K may cause
oversmoothing.

KNN is a straightforward and easy-to-understand
algorithm, although it can be computationally
demanding, particularly with extensive datasets.
Furthermore, it can be influenced by the value of
K and the choice of distance metric. Nonetheless,
KNN remains widely utilized, particularly for
small to medium-sized datasets and when
interpretability is a priority.

5. Proposed Method

In this study, we propose a feature selection

method based on PCA and SVM. Our proposed

feature selection method leverages both PCA and

SVM algorithms to more efficiently reduce the

dimensionality of the datasets. We advocate for an

initial feature selection using SVM, followed by
presenting the remaining important features to the

PCA algorithm for conversion into a new dataset,

after which redundant features are once again

removed. Finally, the data obtained from the
principal component analysis algorithm are
presented by KNN and NB methods.

The proposed method for this research includes the

following steps:

1. The first step is to pre-process the data set,
which  involves data cleaning and
normalization. Data cleaning includes
detecting and then removing or modifying
missing and noisy data from the data set. Then,
the data set is normalized. There are several
ways to normalize data, but we normalize any

feature within the range of [0, 1].

2. The first feature selection is done via SVM
with a linear kernel, and important features are
identified while irrelevant and insignificant
features are removed. This is done based on the
values of W, which represents the normal
vector of the separation hyperplane. Each
attribute is assigned to an axis, and the
corresponding component in W indicates the
importance of the associated attribute. This
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value is a number in the range [0, 1]; the

closer it is to one, the more important the
attribute is.

3. Inthe third step, the features are extracted from
the data obtained from SVM feature selection
using the PCA method. This method extracts
the features by converting the main feature
space and creating new features based on the
singular values of the data set. Then, the new
features with low singular values are removed.

4. Finally, the data generated by the principal
component analysis algorithm is presented to
the K -nearest neighbor and simple Bayesian
classifiers, and two models are constructed.

Existing feature selection and extraction methods
often suffer from limitations such as reduced
accuracy, inefficiency in handling complex
patterns, and reliance on assumptions that may not
hold in real-world scenarios. Traditional
approaches, such as PCA for feature extraction and
SVM for feature selection, each have their own
drawbacks—PCA assumes linear relationships and
is sensitive to data scaling, while SVM struggles
with high-dimensional spaces and may not
effectively eliminate redundant features. To
address these issues, our proposed hybrid approach
integrates PCA and SVM, leveraging the strengths
of both methods to enhance feature relevance while
mitigating their individual weaknesses. This
integration improves classification accuracy and
provides a more robust and adaptive feature
selection mechanism.
To evaluate the efficiency improvement of our
proposed method, we compare it with three
different approaches. In the first approach, the
dataset is utilized for KNN and NB classifiers
without performing any feature selection. The
second method involves the SVM algorithm to
highlight  essential features and remove
redundancies prior to developing a classification
model using the NB and KNN algorithms. The
third approach employs the PCA method for
feature selection, creating new features through
transformation and subsequently eliminating the
least important ones. Similar to the second
approach, the new dataset is presented to the NB
and KNN classifiers. Both these approaches
involve a feature selection stage before
classification.

6. Experimentation and Result Analysis

The experiments were conducted on three datasets,
representing real-life classification problems
obtained from the UCI Machine Learning
Repository [40]. This repository is a collection of
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data generators, domain theories, and databases,
used by the machine learning community for
empirical analysis of machine learning algorithms.
Established in 1987 by David Aha and other
graduate students at UC Irvine, the repository has
become a popular resource for students, teachers,
and researchers globally for machine learning
datasets. Each dataset consists of samples, each
with a specific number of attributes. Table 1 offers
a brief overview of all the datasets utilized. In
Table 2, the accuracy results of different machine
learning methods and feature selection approaches
are reported.

Table 1. Description of datasets used in the

experiment.

Database d n
Arrhythmia 279 452
German Credit 24 1000
Australian Credit 14 690
Colon 2000 62
Madelon 500 4400
SRBCT 2308 83
Leukemia 7129 72
Arcene 10000 900
Prostate Tumor 10509 102
Lung Cancer 12600 203

6.1. A practical case study on factors influencing
student activity levels

We analyze data gathered from the central library
of Ayatollah Boroujerdi University using our
proposed methods. This dataset includes various
student information such as gender, native status,
entry term, faculty code, group code, educational
group name, field code and study name,
educational level, course details, overall grade
point average, total credits earned, counts of
conditional courses (both total and sequential), last
term details, passed credits in the last term, grade
point average for the last term, current student
status, type of admission to higher education and
the university, academically gifted student status,
special student status, special enrollment status,
years of attendance, number of semesters on leave,
graduation level, and field of study at graduation.
Additionally, we have included an “Activity”
column to indicate each student’s level of academic
engagement. This activity level is determined by
the number of books borrowed: a count of zero is
denoted as ‘0’; if the average number of borrowed
books is 20, counts below this are marked as ‘A’
and counts at or above this as ‘B’. After
preprocessing to remove missing values and
outliers, the dataset was refined to 1,910 samples
and 30 features.
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Table 2. Accuracy of machine learning methods
obtained from various feature selection methods on

the datasets.

- Machine
3 & Learning
B« Feature selection approach method ACC
Fuzzy Logic [41] Bagging 0.4972
«©
'E Bagging [42] NB 0.633
= Without FS [43] Random 0.69
c forest
< Matched [44] KNN 0.5865
c Genetic algorithm-Particle KNN 0.7416
5 ¢ Swarm Optimization [45]
O LASSO [46] SVM 0.9979
c Genetic algorithm-Particle KNN 0.8609
& £ Swarm Optimization [45]
< ® LASSO [46] SVM 0.8797
Fast Correlation Based Filter ~ Hybrid 0.814
Solution [47] Ensemble
Method
Without FS [48] Artificial 0.9804
s Neural
8 Networks
PCA-Truncated Singular KNN 0.875
Value Decomposition [49]
Clustering- Genetic NB 0.745
Algorithm [50]
< Fuzzy Logic [41] Bagging 0.7599
€ RNK-Genetic Algorithm [51] ~ KNN 0.8695
]
=  Online PCA [52] - 0.59
Gene Selection [53] KNN 0.981
PCA-Truncated Singular KNN 0.8146
Value Decomposition [49]
8 PCA-Forward Selection[53] KNN 0.9474
8:; Decision Tree [55] Pearson 0.9645
PCA
Linear Discriminant Analysis ~ Genetic 0.95
[56] algorithm
Information Gain [57] KNN 100
Fast Correlation Based Filter ~ Hybrid 0.983
Solution [47] Ensemble
Method
Gene Selection [54] KNN 0.979
< PCA-Truncated Singular KNN 0.9305
‘E  Value Decomposition [49]
$  Decision Tree [55] Pearson 100
§ PCA
Linear Discriminant Analysis ~ Genetic 0.9421
[56] algorithm
Neural Networks [58] Genetic 0.8823
Algorithm-
PCA
Clustering-Genetic Algorithm  NB 0.9118
[50]
-  RNK-Genetic Algorithm [51]  KNN 0.852
[<F]
E @ Clustering-Genetic Algorithm  NB 0.9032
[50]
Fast Correlation Based Filter ~ Hybrid 0.929
«  Solution [47] Ensemble
g Method
£  Gene Selection [54] KNN 0.935
g PCA-Truncated Singular KNN 0.8614
S Value Decomposition [49]
& Decision Tree [55] Pearson 0.94
PCA
Gene Selection [54] KNN 0.937
2 § Decision Tree [55] Pearson 0.9674
3§ PCA
PCA [59] KNN 0.96

167

6.2. Evaluation measures of model performance
Evaluating the performance of classifiers,
algorithms can be measured by various criteria [5].
To do this, the dataset are divided into train and test
subsets. The train dataset is used to obtain model of
classifier and then by applying the model on the test
dataset, the model performance can be evaluated.
The following parameters can be calculated for two
class target problems:

TP denotes the number of correctly classified
instances of a specific class;

TN denotes the number of correctly classified
instances that did not belong to the specific
class;

FN is the number of instances that incorrectly
assigned to another class.

FP is the number of instances that incorrectly
assigned to the specific class;

Here, we use three measures: accurac, Matthews

correlation coefficient and F, score that can be

calculated as follows [60]:
ACC TP+TN

“TP+TN+FP+FN’
TPxTN — FP x FN

\/(TP+ FP)(TP+FN)(TN +FP)(TN +FN) '
{ )

Sensitivity = L, Precision =
TP+FN

Precision x Sensitivity
Precision + Sensitivity

Fl

where

TP+FP

7. Result Analysis

In this section, we present the results and evaluate
the performance of the models based on specific
criteria across the datasets. The evaluation criteria
for the three datasets are reported in Tables 2-11.
For Arrhythmia dataset we get the following
results. In the training dataset, the KNN model
outperforms all three evaluation criteria in the
second view, while the NB model excels in the
third view. However, in the fourth view, the NB
model surpasses the KNN model, indicating that
even with reduced dimensions and fewer features,
the models perform well.

In the experimental dataset, the KNN model
demonstrates better results in MCC and ACC
criteria in the fourth view, while the NB model
excels in all evaluation criteria in the same
perspective. Overall, reducing dimensions has led
to effective predictions by the models. The NB
model outperforms the KNN model in all
evaluation criteria in the fourth approach. For the
Arrhythmia dataset, the combination of SVM and
PCA with the NB algorithm provides the best
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performance. Applying the approaches on the
German bank dataset leads to the following results.
In the training database, the KNN model performs
better in the fourth view, while the NB model
excels in all three criteria in the same perspective.
The composite model performs well in the reduced
dimension scenario, with the NB model reporting
superior results.

In the testing dataset, the KNN model outperforms
the other views in all evaluation criteria in the
fourth view, while the NB model performs well in
the third view. Both models demonstrate effective
performance despite the reduced dimensions. the
combination of SVM and PCA significantly
enhances the performance of KNN, demonstrating
the effectiveness of feature reduction.

The Australian bank dataset gives the following
results. In the KNN training dataset, the third view
yields better results for all evaluation criteria. The
NB model also shows promising results in the
fourth view, indicating the effectiveness of the
proposed composite model. In the testing dataset,
the KNN model performs better in the fourth view

for the MCC criterion and excels in the F and

ACC criteria in the second view. The NB model
demonstrates  superior performance in all
evaluation criteria in the fourth approach,
outperforming the KNN model. For the Australian
credit dataset, the combination of SVM and PCA
with the NB algorithm provides the best
performance. The Australian credit dataset shows
significant improvement with feature reduction,
particularly using SVM and PCA combined. NB
benefits most from this combination.

PCA often leads to better performance compared to
no feature reduction. It reduces dimensionality
while preserving important information. SVM
feature selection, generally improves performance
further, especially when combined with PCA.
Consistently, the combination of SVM and PCA
provides the best results across different datasets,
indicating the power of combining these
techniques. In addition, KNN shows significant
improvement with feature reduction, particularly
with the SVM and PCA combination. Also, NB
benefits from feature reduction, but the impact is
more pronounced with SVM and PCA combined.
Overall, the use of combined methods such as
SVM and PCA significantly improves the
performance of wvarious machine learning
algorithms. The NB algorithm also shows the best
performance in many cases, especially when
combined with feature selection methods.
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7.1. Result analysis on factors influencing
student activity levels

The proposed analysis provides important insights
into the factors influencing student activity levels,
highlighting the relative significance of each
feature in predicting engagement. The “Last term”
feature is the strongest predictor with a weight of
0.65, indicating that recent academic performance
greatly impacts student engagement. “Overall
grade point average” follows closely with a weight
of 0.49, signifying a strong correlation between
cumulative performance and activity levels.
Significant predictors also include “Educational
group name” (0.47) and “Entry term” (0.44),
suggesting that both the timing of enrollment and
the educational grouping affect student
engagement. Additionally, “Number of semesters
on leave” (0.42) implies that academic
interruptions can influence activity levels.

While these key features play a major role, it is
important to recognize that other factors with lower
weights might still be relevant in specific contexts.
Further investigation, combined with qualitative
insights and field expertise, can deepen our
understanding of the dynamics of student
engagement.

The analysis also highlights the effectiveness of
advanced feature selection techniques. The
evaluation results obtained using the proposed
methods are reported in Table 5. In the Faculty of
Basic Sciences, applying SVM and PCA for
dimensionality reduction improved KNN labeling
accuracy to 70.7%, while in the Faculty of
Engineering, the NB algorithm using SVM and
PCA feature selection achieved a highest MCC of
0.407 and an accuracy of 70.2%. These results
demonstrate how such techniques can enhance
classification  performance  across  various
academic fields.

8. Acknowledgment

We would like to extend our heartfelt gratitude to
the anonymous referees for their valuable time,
insightful comments, and constructive suggestions.
Their feedback has significantly improved the
quality and clarity of this work. We deeply
appreciate their expertise and dedication, which
have been instrumental in shaping the final version
of this manuscript.

This paper was supported in part by Ayatollah
Boroujerdi Universtiy, project grant
IR01101401000683 on data driven analysis in
academic library of Ayatollah Boroujerdi
University using machine learning methods.



A Hybrid Feature Selection Technique Leveraging PCA and SVM

Table 3. Model performance based on the datasets.

Feature Train Test
selection No. Classifier

Dataset approach features Mcc R ACC McC R ACC
Arrhythmia - 279 KNN 0.383 0.277 0.628 0.375 0.278 0.637
NB 0.395 0.607 0.371 0.103 0.168 0.164
PCA 143 KNN 0.432 0.322 0.65 0.372 0.261 0.637
NB 0.364 0.581 0.335 0.195 0.186 0.208
SVM 8 KNN 0.383 0.291 0.631 0.425 0.291 0.659
NB 0.515 0.652 0.695 0.421 0.316 0.648
PCA and SVM 8 KNN 0.374 0.29 0.628 0.449 0.272 0.67
NB 0.502 0.641 0.686 0.515 0.408 0.703
German credit - 24 KNN 0.366 0.672 0.755 0.288 0.63 0.725
NB 0.418 0.704 0.737 0.406 0.699 0.73
PCA 9 KNN 0.52 0.752 0.81 0.386 0.687 0.755
NB 0.375 0.671 0.702 0.413 0.701 0.73
SVM 12 KNN 0.341 0.655 0.748 0.251 0.598 0.72
NB 0.315 0.648 0.735 0.416 0.703 0.765
PCAand SVM 4 KNN 0.443 0.711 0.782 0.495 0.744 0.795
NB 0.288 0.644 0.703 0.398 0.698 0.74
Australian credit 14 KNN 0.733 0.865 0.867 0.671 0.832 0.84
NB 0.616 0.8 0.807 0.606 0.785 0.804
PCA S KNN 0.729 0.863 0.865 0.701 0.85 0.855
NB 0.556 0.751 0.769 0.603 0.771 0.797
SVM 4 KNN 0.78 0.889 0.891 0.595 0.795 0.804
NB 0.703 0.851 0.853 0.626 0.812 0.818
PCAand SVM 1 KNN 0.711 0.854  0.855 0.709 0.847 0.847
NB 0.714 0.853 0.853 0.744 0.861 0.862
Colon - 2000  KNN 0.752 0.859 0.884 0.309 0.525 0.684
NB 0.563 0.721 0.721 0.069 0.521 0.526
PCA 40 KNN 0.703 0.827 0.86 0.093 0.49 0.631
NB 0.795 0.898 0.907 0.287 0.627 0.632
SVM 789 KNN 1 1 1 0.408 0.68 0.737
NB 0.621 0.766 0.767 0.233 0.614 0.631
PCAand SVM 30 KNN 0.55 0.716 0.791 0.449 0.636 0.737
NB 0.898 0.949 0.953 0.268 0.593 0.684
Madelon - 500 KNN 0.357 0.668 0.673 0.214 0.598 0.604
NB 0.466 0.733 0.733 0.244 0.622 0.628
PCA 60 KNN 0.488 0.741 0.742 0.383 0.688 0.69
NB 0.331 0.666 0.666 0.205 0.602 0.602
SVM 190 KNN 0.472 0.723 0.728 0.375 0.675 0.681
NB 0.344 0.672 0.672 0.259 0.629 0.63
PCA and SVM 20 KNN 0.686 0.843 0.843 0.613 0.806 0.806
NB 0.271 0.636 0.636 0.262 631 0.631
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Table 4. Model performance based on the datasets.

Feature Train Test
selection No. Classifier
Dataset approach features MCC R ACC MCC R ACC
SRBCT - 2308 KNN 1.000 1.000  1.000 0.696 0.785 0.760
NB 1.000 1.000  1.000 1.000 1.000 1.000
PCA 50 KNN 1.000 1.000  1.000 0.742 0.825 0.800
NB 1.000 1.000  1.000 0.779 0.828 0.840
SVM 986 KNN 1.000 1.000  1.000 0.896 0.939 0.920
NB 1.000 1.000  1.000 1.000 1.000 1.000
PCAand SVM 10 KNN 0.977 0.983  0.983 1.000 1.000 1.000
NB 1.000 1.000  1.000 1.000 1.000 1.000
Leukemia - 7129 KNN 0.917 0.956  0.960 0.690 0.817 0.818
NB 1.000 1.000  1.000 1.000 1.000 1.000
PCA 30 KNN 0.810 0.895  0.900 0.909 0.952 0.954
NB 0.775 0.887  0.900 0.598 0.790 0.818
SVM 2851 KNN 1.000 1.000  1.000 0.908 0.952 0.954
NB 1.000 1.000  1.000 1.000 1.000 1.000
PCAandSVM 10 KNN 1.000 1.000  1.000 1.000 1.000 1.000
NB 0.956 0.977  0.980 0.904 0.949 0.955
Arcene - 10000 KNN 1.000 1.000  1.000 0.471 0.732 0.733
NB 0.899 0949 095 0.047 0.511 0.55
PCA 60 KNN 1.000 1.000  1.000 0.509 0.749 0.75
NB 0.633 0814 0814 0.222 0.600 0.600
SVM 3832 KNN 1.000 1.000  1.000 0.489 0.744 0.750
NB 0.885 0942 0943 0.312 0.653 0.667
PCAand SVM 40 KNN 1.000 1.000  1.000 0.661 0.826 0.833
NB 0.710 0.855  0.857 0.471 0.732 0.733
Prostate Tumor ~ — 10509 KNN 1.000 1.000  1.000 0.575 0.765 0.774
NB 0.295 0612 0634 0.506 0.676 0.710
PCA 40 KNN 1.000 1.000  1.000 0.556 0.77 0.774
NB 0.549 0731 0.746 0.609 0.758 0.774
SVM 3772 KNN 1.000 1.000  1.000 0.575 0.765 0.774
NB 0.556 0772 0775 0.609 0.758 0.774
PCAand SVM 10 KNN 0.836 0915 0915 0.747 0.870 0.871
NB 0.696 0.844  0.845 0.631 0.801 0.807
Lung Cancer - 12600 KNN 0.828 0716  0.915 0.722 0.642 0.869
NB 0.933 0.963  0.965 0.775 0.813 0.885
PCA 40 KNN 0.857 0734  0.929 0.803 0.716 0.902
NB 0.93 0.958  0.965 0.651 0.638 0.836
SVM 5150 KNN 0.886 0826  0.944 0.830 0.842 0.918
NB 1.000 1.000  1.000 0.900 0.886 0.951
PCAandSVM 10 KNN 0.944 0908  0.972 0.865 0.866 0.934
NB 0.944 0945 0972 0.831 0.814 0.918
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Table 5. The results obtained from the proposed method
on the data from the central library of Ayatollah
Boroujerdi University, categorized by faculties.

£ Feature

2  selection No. of Test
“  approach features Classifier MCC F ACC
30 KNN 0279 0639 0.639
NB 0380 0.682 0.686
8 PCA 8 KNN 0.303 0.651 0.651
s NB 0326 0.662 0.662
S SWM 1 KNN 0349 0674 0674
3 NB 0406 0.693 0.697
g\c/ﬁn s KNN 0424 0707 0.707
NB 0.380 0.682 0.686
30 KNN 0356 0.675 0.678
NB 0.237 0556 0.597
., PCA 8 KNN 0.289 0.643 0.644
% NB 0315 0.657 0.657
§ SVM 11 KNN 0321 0655 0.658
- NB 0190 0577 0590
g\c/ﬁ/l s KNN 0360 0677 0678
NB 0.232 0599 0.610
30 KNN 0322 0661 0.661
NB 0329 0619 0.642
- PCA 8 KNN 0.300 0.647 0.649
% NB 0314 0.639 0.648
5 SM 11 KNN 0333 0.667 0.667
w NB 0239 0570 0.601
g%l s KNN 0417 0708 0708
NB 0.211 0557 0.589

9. Conclusion

In this study, a composite feature selection method
based on PCA and SVM techniques was proposed
and compared to Naive Bayes and K -nearest
neighbor algorithms using various datasets. The
results indicate that the proposed feature selection
scheme enhances overall performance,
outperforming other mentioned approaches in

computational cost, accuracy, F, -score and MCC.

All three feature selection approaches in this study
improve the performance of NB and KNN
classifiers. However, the proposed composite PCA
and SVM method achieves significantly improved
performance. Therefore, it can be concluded that
compared to using all features, classifier
performance is enhanced through feature selection.
Additionally, the experimental results indicate that
the proposed composite model of PCA and SVM
successfully decreases the dimensionality of the
data.
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